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Summary

The present report is the twenty-second in a series describing
research in information organization and retrieval conducted by the
Department of Computer Science at Cornell University. The report covering
work carried out for approximately two years (summer 1972 to summer 1974) is
divided into four parts: indexing theory (sections I to III), automatic
content analysis (sections IV to VI), feedback searching (sections VII to
IX), and dynémic file management (sections X to XII).

The normal schedule in the distribution of ISR reports has not been
maintained in recent years, due largely to the scarcity of publication funds.
For the same reason, a number of recently published articles covering related
research work are not being reprinted in the present report. Interested

readers may want to refer to the following additional items in particular:

a) Contributions to the Theory of Indexing (G. Salton, C.S. Yang,
and C.T. Yu), Proc. IFIP Congress 74, North Holland Publishing
Company, Amsterdam, 1974.

b) On the Specification of Term Values in Automatic Indexing
(G. salton and C.S. Yang), Journal of Documentation, Vol. 29,
No. 4, December 1973, p. 351-372.

¢) Proposals for a Dynamic Library (G. Salton), Information - Part 2,
Vol. 29 NO. 3, 1973, po 5“'25.

d) Theory of Indexing and Classification (C.T. Yu), Doctoral Thesis,
Corn2ll University, Technical Report 73-181, Department of
Computer Science, Cornell University, Ithaca, N.Y., August 1973,
238 pages.



Some time has been devoted during the last year *o the design of
an on-line implementation of the experimental SMART retrieval system, and

test runs of the on-line version have been made on the IBM 370/168 computer
at Cornell.

The off-line version of the system continues to be used for

experiments at various locations in the United States and abroad.

In recent years, increasing attention has been paid to the study of
a variety of file organization and retrieval algorithms, including some that
have not yet found their way into operational implementation. Amoné éhese is
the use of clustered file manipulations instead of inverted directory searches,

vector matching processes instead of keyword coincidence counting, dynamic

document space modification, automatic file retirement procedures, and interactive
retrieval methodologies.

The present report thus includes studies dealing with feedback searching
and dynamic file modification.

A great deal of emphasis has also been placed
on the generation of new indexing theories which assign specific functions in

content analysis to various indicators such as single terms, phrases, and
thesaurus categories.
report.

These theories are explained in Part I of the present

Sections I and II by G. Salton, A. Wong, and C.S. Yang, and by A. Wong,

respectively, cover investigations relating the density of the document space
to the retrieval effectiveness obtainable with such a space. In particular,
the earlier work dealing with the determination of term discrimination values
makes it appear that "good" terms — those indicative of information content —
are those which increase the dissimilarity between documents, that is, which
spread out the document space.

The experimental output in section I and II
confirms that a low-density space is associated with effective retrieval, and
vice-versa.

Similarly, a high-density space provudes poor retrieval performance.

xii
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The theory in sections I and II is developed further in section
III by G. Salton, C.5. Yang, and C.T. Yu relating the discrimination value of
a term to its docdmgnt frequency in a collection. The best discriminators
are terms with medium document frequency. This fact is used to construct
an optimum indexing vocabulary by turning high frequency single terms into
phrases thereby reducing the document frequency, and assembling low frequency
terms into thesaurus groups thus increasing the frequency. The effectiveness
of the resulting indexing vocabulary is assessed by citing appropriate
experimental evidence.

Sections IV to VI, constituting Part 2 of this report, deal with
various aspects of automatic content analysis. Section IV by R. Crawford
covers the construction and effectiveness of a variety of negative dictionaries
("stop lists") containing terms that should not be used for content identification.
This work leads tc the generation of an indexing vocabulary of optimum size.
Section V by A. v.d. Meulen covers the operations of the so-called dvnamic
information values. In that system all term weights are fixed initially at
some given value (say 1). Good terms, that is, those contained in useful
documents are then increased in weight dynamically in the course of the
operations. Bad terms are similarly demoted by reducing the term weights.

The last section, number VI, by K. Welles deals with experiments leading to
the construction of optimum term classifications (thesauruses) using the
pseudo-classification method. This process utilizes a classification criteron
based on user relevance assessments to group the terms rather than on the

more usual semantic term similarities.



The next three sections, VII to IX, constitute Part 3 of this
report, entitled feedback searching. Section VII by A. Wung, R. Peck,
and A. v.d. Meulen attempts to determine relationships betw:en the
effectiveness of the initial content analysis {indexing) and the use-
fulness of iterative feedback searching. It is found that differences in
the effectiveness of the initial indexing are preserved during the feed-
back operations. Section VIII by K. Sardana relates the length of the
feedback query to the effectiveness of the retrieval operatioh. It is
found that shorter feedback qﬁeries provide better retrieval; methods are
therefore given for reducing feedback query length. A similar reduction
in vector length is investigated by M. Kaplan in section IX, applied to the
centroid vectors (profiles) representing the document groups in a clustered
file organization.

Part 4, consisting of sections X to XII covers dynamic document space
modification procedures. In section X by C.S. Yang the term discrimination
values are used as parameters in the construction of appropriate document
space modification methods. A document "utility value", determined by earlier
user-system interactions, is similarly used for document space modification
in section XI by A. Wong and A. v.d. Meulen. Finally, in section XII by
K. Sardana a variety of automatic document retirement methods can be used
automatically to reduce the size of the collection by eliminating items
exhibiting low usefulness. Three retirement methods based respectively on
average term weight measurements, document space modification methods,
and the storage of special usage indicators are examined and their

effectiveness is evaluated.

xiv io



All earlier ISR reports in this series are obtainable from the
National Technical Information Service in Springfield, Virginia. The
order wumbers for the last few reports are PB 214-020 (ISR-21),

PB 211-061 (ISR-20), PB 204-9u46 (ISR-19) and PB 198-069 (ISR-18),
respectively. .

G. Salton
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A Vector Space Model for Automatic Indexing

G. Salton, A. Wong, and C.S. Yang'

Abstract

In a document retrieval, or other pattern matching environment where
stored entities (documents) are compared with each other, or with incoming
patterns (séarch requests), it appears that the best indexing (property)
space is one where each entity lies as far away from “he others as possible;
that is, retrieval performance correlates inversely with space density. This
result is used to choose an optimum indexing vocabulary for a collection of
documents. Typical evaluation results are shown demonstrating the usefulness

of the model.

1. Document Space Configurations

Consider a document space, consisting of documents Di’ each identified
by one or more index terms Tj; the terms may be weighted according to their
importance, or unweighted with weights restricted to 0 and 1.%* A typical
three-dimensional index space is shown in Fig. 1, where éach item is identified
by up to three distinct terms. The three dimensional example may be extended
to t dimensions when t different index terms are present. In that case,

each document Di is represented by a t-dimensional vector

D].. = (dil, di2, LRI Y d

“
+ /9
-

[
a
e

dij representing the weight of the jth term.

*Department of Computer Science, Cornell University, Ithaca, N.Y., 14853

%Although we speak of documents and index terms, the present development
applies to any set of entities identified by weighted property vectors.

A
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Given the index vectors for two documents, it is possible to compute
a similarity coefficient between them s(Di, Dj)’ reflecting the degree of
similarity in the corresponding terms and term weights. Such a similurity
measure might be an inverse function of the angle between the corresponding
vector pairs — when the term assignment for two vectors is identical, the
angle ‘will be zero producing a maximum similarity measure.

Instead of representing each document by a complete vector originating
at the 0-point in the coordinate system, the relative position of the vectors
islpreserved by considering only the envelope of thé space. In that case, each
document is graphically identified by a single point whose position is specified
by the area where the correspoqding document vector touches the envelope of
the space. Two documents with similar index terms are then represented by
points that are very close together in the space: obviously the dictance
between two document points in the space is inversely correlated with the
similarity between the corresponding vectors.

Since the configuration of the document space is a function of the
manner in which terms and term weights are assigned to the various documents
of a collection, one may ask whether an optimum document space configuration
exists, that is, one which produces an optimum retrieval performance.%®

If nothing special is known about the documents under consideration,
one might conjecture that an ideal document space is one where documents that
are jointly relevant to certain user queries are clustered together, thus

insuring that they would be retrievable jointly in response to the co;responding

#Retrieval perfaormance is often measured by parameters such as recall and
precision, reflecting the ratio of relevant items actually retri - ed, and
of vetrieved items actually relevant. The question concerning optimum
space configurations may then be more conventionally expressed in terms of
the relationship between document indexing on the one hand, and retrieval
performance on the other.

* LI )
RO



queries. Contrariwise, documents that are never wanted simultaneously wouid
appear well separatod in the document space. Such a situation is depicted

in the illustration of P'ig. 2, where the distance.between two x's representing
two documents is inversely reliated to the similarity between the corresponding
index vectors.

While the document configuration of Fig. 2 may indeed represent the
best possible situation, assuming that relevant and nonrelevant items with
respect to the various queries are separable as shown, no practical way exists
- for actually producing such a space, because during the indexing process, it is
difficult to anticipate what relevance assessments the user population will
provide over the course of time. That is, the optimum ~onfiguration is difficult
to generate in the absence of a priori knowledge of tﬁe complete retrieval
history for the given collection.

In these circumstances, one might conjecture that the next best thing
is to achieve a maximum possible separation between the individual documents
in the space, as shown in the example of Fig. 3. Specifically, for a collection

of n documents, one would want to minimize the function.

3

S(Di’ Dj)’ (1)

L]
e 1

ds Ll
nmMs

where S(Di’ Dj) is the similarity between documents i and j. Obviously
when the function of equation (1) is minimized, the average similarity between
document pairs is shallest, thus guaranteeing that each given document may

be retrieved when located sufficiently close to a user query without also

necessarily retrieving its neighbors. This insures a high precision search

output, since a given relevant ite:. is then retrievable without also retrieving

a number of nonrelevant items In its vicinity. In cases where several different’

ERIC | -
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relevant items for a given query are located in the same géneral area of the
space, it may then also be possible to retrieve many of the reievant while
rejecting most of the nonrelevant. This produces both high recall and high
precision.®

Two questions then arise: first, is it in fact the case that a
separated document space leads to a good retrieval performance, and vice-versa
that improved retrieval performance implies a wider separation of the documents
in the space; second, is there a practical way of measuring the space separation.
In practice, the expression of equation (1) is difficult to compute since the

2 for a collection of n

number of vector comparisons is proportional to n
documents.

For this reason, a clustered document space is best considered, where
the documents are grouped into classes. each class being represented by a
class centroid. A typical clustered document space is shown in Fig. 4, where
the various document groups are represented by circles and the centroids by
black dots located more or less at the cenfer of the respective clusters.*
For a given document class K comprising m documents, each element of the

centroid C may then be defined as the average weight of the same elements

in the corresponding document vectors, that is

(2)

% )

%In practice, the best performance is achieved by obtaining for each user
a desired recall level (a specified proportion of the relevant items); at
that recall level, one then wants to maximize precision by retrieving as
few of the nonrelevant as possible.

+A number of well-known clustering methods exist for automatically generating
a clustered collection from the term vectors representing the individual
documents. [i] - %
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Corresponding to the centroid of each individual document cluster, a
centroid may be defined for the whole document space. This main centroid,
represented by a small rectangle in the center of Fig. 4, may then be obtained
from the individual cluster centroids in the same manner as the cluster centroids
are computed from the inuividual documents. That is, the main centroid of the
complete space is simply the average of the various cluster centroids.

In a clustered document space, the space density measure consisting
of the sum of all pairwise document similarities, introduced earlier as
equation (1), may be replaced by the sum of all similarity coefficients

between each document and the main centroid, that is

O
1]
LU e B =

s(C*, Di)’ (3)
1

i

where C%* denotes the main centroid. Whereas the computétion of equation (1)
requires n2 operations, an evaluation of equation (3) is proportional to n.

Given a clustered document space such as the one shown in Fig. 4, it is
necessary to decide what type of clustering represents most closely the
separated space shown for the unclustered case in Fig. 3. If one assumes that
documents that are closely related within a single clustfr normally exhibit
identical relevance characteristics with respect to mosy user queries, then
the best retrieval performance should be obtainable with a clustercd space

exhibiting tight individual clusters, but large interclyster distances;

that is, //

/

a) the average similarity between pairs of documents within a single

cluster should be maximized, while simultaneously

b) the average similarity between different cluster centroids is

minimized.

PR
fa D



The reverse obtains for cluster organizations not conducive to good
performance where the individual clusters should be loosely defined,
whereas the distance between different cluster centroids should be small.
In the remainder of this study, actual performance figures are
given relating document space density to retrieval performance, and con-

clusions are reached regarding good models for automatic indexing.

2. Correlation between Indexing Performance and Space Density

The main techniques useful for the evaluation of automatic indexing
methods are now well understood. In general, a simple straightforward
process can be used as a base-line criterion — for example, the use of
certain word stems extracted from documents or document abstracts, weighted
in accordance with the frequency of occurrence (f?) of each term k in
document i. This method is known as term-frequency weighting. Recall-
precision graphs can be used to compare the performance of this standard
process against the output produced by more refined indexing methods.
Typically, a recall-precision graph is a plot giving precision figures,
averaged over a number of user queries, at ten fixed recall levels, ranging
from 0.1 to 1.0 in steps of 0.1. The better indexing method will of course
produce higher precision figures at equivalent vecall levels.

One of the best automatic term weighting procedures evaluated as

part of a recent study consisted of multiplying the standard term frequency
k

weight fl by a factor inversely related to the document frequency dk
of the term (the number of documents in the collection to which the term is
assigned). [2] Specifically, if dk is the document frequency of term Kk,

the inverse document frequency IDFk of term k may be defined as [3]:
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(IDE‘)k = rlog2 r;] - rlog2 d]:' + 1.

A term weighting system proportional to (f§ . IDFk) will assign the largest
weight to those terms which arise with high frequency in individual documents,
but are at the same time relatively rare in the collection as a whole.

It was found in the earlier study :hat the average improvement in recall
and precision (average precision improvement at the ten fixed recall points)
was about 14 percent for the system using inverse document frequencies over
the standard term frequency weighting. The corresponding space density
measurements are shown in Table 1 using two different cluster organizations

for a collection of 424 documents in aerodynamics:

a) Cluster organization A is based on a large number of relatively
small clusters, and a considerable amount of overlap between the
clusters (each document appears in about two clusters on the
average); the clusters are defined from the document-query relevance
assessments, by placing into a common class all documents jointly

declared relevant to a given user query.

b) Cluster crganization B exhibits fewer classes (83 versus 155)
of somewhat larger size (6.6 documents per class on the average
versus 5.8 for cluster organization A); there is also much less
overlap among the clusters (1.3 clusters per document versus 2.1).
The classes are constructed by using a fast automatic tree-search

algorithm due to Williamson. [i]

A number of space density measures are shown in Table 1 for the two
cluster organizations, including the average similarity between the documents
and the corresponding cluster centroids (factor x); the average similarity
between the cluster centroids and the main centroid; and the average similarity

between pairs of ~luster centroids (factor y). Since a well-separated space
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corresponds to tight clusters (large x) and large differences between different
clusters (small y), the ratio y/x can be used to measure the overall space
density. [5]

It may be seen from Table 1, that all density measures are smaller for
the indexing system based on inverse document frequenciesj that is, the
documents within individual clusters resemble each other less, and so do the
complete clusters themselves. However, the "sprzading out" of the clusters
is greater than the spread of the documents inside eacu cluster. This accuunts
for the overall decrease in space density between the two indexing systems.

The results of Table 1 would seem to support the noti-a that improved recall-
precision pe.formance is associated with decreased density in the document
space.

The reverse proposition, that is, whether decreased performance implies
increased space density may be tested by carrying out term weighting operations
inverse to the ones previously used. Specifically, since a weighting system
in inverse document frequency order produces a high recall-precision performance,
a system which weights the terms directly in order of their document frequencies
(terms occurring in a large number of documents receive the highest weights)
should be correspondingly poor. In the output of Table 2, a term weizhting
system proportional to (f? . DFk) is used, where f? is again the term
frequency of term k in document i, and DFy is defined as 10/(IDF), . The
recall-precision figures of Table 2 show that such a weighting system produces
a decreased performance of about ten percent, compared with the standard.

The space density measurements included in Table 2 are the same as
those in Table 1. For the indexing system of Table 2, a general "bunching

up" of the space is noticeable, both inside the clusters and between clusters.

[ IR Y
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However, the similarity of the various cluster centroids increases more than that
between documents inside the clusters. This accounts for the higher y/x

factor by 16 and 7 percent for the two cluster organizations, respectively.

3. Correlation between Space Density and Indexing Performance

In the previous section it was shown that certain indexing methods which
operate effectively in a retrieval environment are associated with a decreased
density of the vectors in the document space, and contrariwise that poor
retrieval performance corresponds to a space that is more compressed.

The relation between space configuration and retrieval performance may,
however, also be considered from the opposite viewpoint. Instead of picking
document analysis and indexing systems with known performance characteristics
and testing their effect on the density of the document space, it is possible
artifically to change the document space configurations in order to ascertain
whether the expected changes in recall and precision are in fact produced.

The space density criteria previously given stated that a collection of
small tightly clustered documents with wide separation between individual
clusters should produce the best performance. The reverse is true of large
nonhomogeneous clusters that are not well separated. To achieve improvements
in performance, it would then seem to be sufficient to increase the similarity
between document vectors located in the same cluster, while decreasing the
similarity between different clusters or cluster centroids. The first effect
is achieved by emphasizing the terms that are unique to only a few clusters,
or terms whose cluster occurrence frequencies are highly skewed (that is, they
occur with large occurrence frequencies in some clusters, and with much lower
frequencies in many others). The second result is produced by deemphasizing

terms that occur in many different clusters.
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Two parameters may be introduced to be used in carrying out the

required transformations [5]:

NC(k) The number of clusters in which term k occurs (a
term occurs in a cluster if it is assigned to at

least one document in that cluster);

and CF(k,j) the cluster frequency of term k in cluster j
that is, the number of documents in cluster j in .
which term k occurs.

For a collection arranged into p clusters, the average cluster frequency
CF(k) may then be defined from CF(k,j) as
1 P
CF(k) == I CF(k,j).
p j=1
Given the above parameters, the skewness of the occurrence frequencies

of the terms may now be measured by a factor such as

F, = [CF(k) - CF(k,3)].

On the other hand, a factor F, inverse to NC(k) (for example, 1/NC(k))

2
can be used to reflect the rarity with which term k is assigned to the
various clusters. By multiplying the weight of each term k in each
cluster j by a factor proportional to F1 . F2 a suitable spreading out
should be obtained in the document space. Contrariwise, the space will be
compressed when a multiplicative factor proportional to 1/F1 . F2 is used.
The output of Table 3 shows that a modification of term weights by
the F1 . F2 factor produces precisely the anticipated effect: the similarity
between documents included in the same cluster (factor x) is now greater,

whereas the similarity between different cluster centrcids (factor y) has

, o
‘4.’&3
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decreased. Overall, the space densitv measure (y/x) decreases by 18 and
11 percent respectively for the two cluster organizations. The average
retrieval performance for the spread-out space shown at the bottom ¢.
Table 3 is improved by a few percentage points.

The corresponding results for the compression of the space using
a transformation factor of 1/F1 . F2 are shown in Table 4. Here the
similarity between documents iqgide a cluster decreases, whereas the
similarity between cluster centroids increases. The overall space den-
sity measure (y/x) increases by 11 and 16 percent for the two cluster
organizations compared with the space representing the standard term
frequency weighting. This dense document space produces losses in recall
and precision performance of 12 to 13 percent.

Taken together, the results of Tables 1 to 4 indicate that retrieval
performance and document space density appear inversely related, in the
sense that effective (questionable) indexing methods in terms 6f recall
and precision are associated with separated (compressed) document spaces;
on the other hand, artificially generated alterations in the space densities
appear to produce the anticipated changes in performance.

The foregoing evidence thus confirms the usefulness of the "term
discrimination" model and of the automatic indexing theory based on it.

These 1~stions are examined briefly in the remainder of this study.

4, The Discrimination Value Model

For some years, a document indexing model known as the term dis-
crimination model has been used experimentaiiy. [2,6] This model bases
the value of an index term on its "discrimination value" DV, that is, on
an index which measures the extent to which a given term is able to

increase the differences among document vectors when assigned as an index

P
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--tarm to a given collection of documents. A "good" index term — one
with a high discrimination value — decreases the similarity between
documents when assigned to the collection, as shown in the example of
Fig. 5. The reverse obtains for the "pad" index term with a low
discrimination value.

To measure the discrimination value of a term, it is sufficient
to take the difference in the space densities before and after assignment
of the particular term. Specifically, let the density of the complete
space be measured by a function Q such as that of equation (3); that is,
by the sum of the similarities between all documents and the space
centroid. The contribution of a given term k to the space density may be

ascertained by computing the function
ka = Qk - Q, C))

where Qk is the compactness of the document space with term k deleted
from all document vectors. If term k is a good discriminator, valuable
for content identification, then Q > Q, that is, the document space after
removal of term k w?ll be more compact (because upon assignment of that
term to the documents of a collection the documents will resemble each other
less and the space spreads out). Thus for good discriminators Qk -Q > 03
the reverse obtains for poor discriminators for which Qk - Q< 0.

Because of the manner in which the discrimination values are defined,
it is qiear that the good discriminators must be those with uneven occurrence
frequency distributions which cause the space to spread out when assigned by
decreasing tﬂe similarity tetween the individual documents. The reverse is
trﬁe for the bad discriminators. A typical list including the ten best

terms and the ten worst terms in discrimination value order (in order by the

<
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Qk - Q value) is shown in Table 5 for a collection of 425 articles in world
affairs from Time magazine. A total of 7569 terms are used for this collec-
tion, exclusive of the common English function words that have been deleted.

In order to translate the discrimination value model into a possible
theory of indexing, it is necessary to examine the properties of good and
bad discriminators in greater detail. Fig. 6 is a graph of the terms assigned
to a sample collection of 450 documents in medicine, presented in order by
their document [{irequencies. For each class of terms — those of document
frequency 1, document frequency 2, etc. ... — the average rank of the
corresponding terms is given in discrimination value order (rank 1 is assigned
to the best discriminator and rank 4726 to the worst term for the 4726 terms
of the medical collection).

Fig. 6 shows that terms of low document frequency — those that occur
in only one, or two, or three documents — have rather poor average discrim-
ination ranks. The several thousand terms of document frequency 1 have an
average rank exceeding 3000 out of 4726 in discrimination value order. The
terms with very high document frequency — at icast one term ig the medical
collection occurs in as many as 138 documents out of 450 — are even worse
discriminators; the terms with document frequency greater than 25 have average
discrimination values in excess of 4000 in the medical collection. The best
discriminators are those whose document frequency is neither too low nor too
high.

The situation relating document frequency to term discrimination value
is summarized in Fig. 7. The 4 percent of the terms with the highest document
frequency, representing about 50 percent of the total term assignments to the

documents of a collection, are the worst discriminators. The 77) percent of
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the terms with the lowest document frequency are generally poor discrim-
inators. The best discriminators are the 25 percent whose document freq-
uency lies approximately between n/100 and n/10 for n documents.

If the model of Fig. 7 is a correct representation of the situation

relating to term importance, the following indexing strategy results [G6,7]):

a) Terms with medium document frequency should be used for content

identification directly, without further transformation.

b) Terms with very high document frequency should be moved to the
left on the document frequency spectrum by transforming them
into entities of lower frequency; the best way of doing this
is by taking high-frequency terms and using them as components
of indexing phrases — a phrase such as "programming language"
will necessarily exhibit lower document frequency than either

"program", or '"language" alone.

c) Terms with very low document frequency should be moved to the
right on the document frequency spectrum by being transformed
into entities of higher frequency; one way of doing this is by
collecting several low frequency terms that appear semantically
similar and including them in a common term (thesaurus) class.
Each thesaurus class necessarily exhibits a higher document

frequency than any of the component members that it replaces.

The indexing theory which consists in using certain elements extracted
from document texts directly as index terms, combined with phrases made up
of high frequency components and thesaurus classes defined from low freque.cy
elements has been tested using document collections in aerodynamics (CRAN),
medicine (MED), and world affairs (TIME). (2,6,7] A typical recall-precision
plot showing the effect of the right-to-left phrase transformation is shown in
Fig. 8 for the Medlars collection of 450 medical documents. When recall is

plotted against precision, the curve closest to the upper right-hand corner

.
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of the graph (where both recall and precision are close to 1) reflects
the best performance. It may be seen from Fig. 8 that the replacement

of the high-frequency nondiscriminators by lower frequency phrases
improves the retrieval performance by an average of 39 percent (the
precision values at the ten fixed recall points are greater by an average
of 39 percent).

The performance of the right-to-left (phrase) transformation and
left-to-right (thesaurus) transformation is summarized in Table 6 for the
three previously mentioned test collections. The precision value:. obtain-
able are near 90 percent for low recail, between 40 and 70 percent
for medium recall, and between 15 and 45 percent at the low recall end
of the performance spectrum. The overall improvement obtainable by
phrase and thesaurus class assignments over the standard term frequency
process using only the unmodified, single terms ranges from 17 percent
for the world affairs collection to 50 percent for the medical collection.

A conclusive proof relating the space density analysis and the
resulting document frequency indexing model to optimality in the retrieval
performance cannot be furnished. However, the model appears to perform
r7ell for collections in several different subject areas, and the perform-
ance results produced by applying the theory have not in the authors'
experience been surpassed by any other manual or automatic indexing and
analysi ' procedures iried in earlier experiments. The model may then
lead to the best performance obtainable with ordinary document collections

operating in actual user environments.

A ]
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An Investigation on the Effects cf
Different Indexing Methods on the
Document Space Configuration

Anita Wong

Abstract
An attempt is made on the present study to gain a better under-
standing of the document space configuration through the use of

clustered document collections and different indexing methods.

1. Introduction

Previous work in automatic indexing and clustering in information
retrieval has mostly been done with the thought of improving the recall and/br
precision of the search result. Not too much work has been done to gain
a fuller understanding of the document space configuration itself, presumably
because this is not directly related to the improvement of the effectiveness
of the system. However it is quite likely that the configuration of the
document space does correlate in some way with the effectiveness of the
system.

It is natural for documents that are related to be closely simiiar
to each other.® But is this really the case for any indexing method? Or
is it possible that documents that are related are scattered throughout the
document space and surrounded by extraneous documents which are more or less

closely packed in groups?

# Experimental results were performed by Jones [1].
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The problem would be easier to answer if the meaning of closeness
were better defined. Closeness should bear a different meaning in differoent
systems, .depending ca the way the documents are retrieved. On a book shelf,
two Looks are said to be close together if they are physically close together.
Close is defined in this way because whenever one book is located, the uther
is also found. In automatic retrieval, closeness would.be proport ional to
the matching function used for document retrieval. The physical distance
between the documents is less important in this respect.

In the SMART system, a document is retrieved by a query if the
similarity between the document and query is high. If the similarity relation
is assumed transitive, then documents relevant to the same query should be
similar to each other. It is therefore inconceivable that any indexing
method should place the related documents in any way other then "'close"
together. However merely placing the related documents close together does
not necessarily guarantee good system performance. The unrelated documents
should be farther apart then ;he related ones. In other words, ideally,
documents should form cihsters which do not overlap; documents within a
cluster are related while those in different clusters are not; and the
distance between two documents within a cluster is shorter than two
documents belonging to two different clusters. Consequently, a good indexing
method should index the documents in such a way that the related documents
are close together and non-related ones further apart.

Many different indexing methods were tested over the years in the
SMART system, and recall and precision figures were generated. It is not
known if the indexing methods that produce goold performance do in fact place
the documents in the way predicted above, or if the changes in configuration

of the document space can be explained in some other way. It is the aim
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of the present work to elucidate the relationship between the configuration
of the document space with the performance of the system with different

indexing methods.

2. Methodology

An obvious way to solve the problem is to look at each document, and
at its relation with the other documents. This requires a computation of the
correlation of every document with every other documents, thus obtaining for
each indexing method a full document~document matrix. These matrices are
then compared row-wise in order to ascertain the relative changes of
the documents with respect to each other. This method is' not employed
here because the number of documents involved is usually large. Instead,
the documents are grouped, and each group i5 treated as an entity with
respect to the documents not in the same group. Judging the movements of
groups of documents instead of individual items alone may be justified because
it is rather pointless to look at the motion of each document with respect
to every other, since there are so many documents that individual effects
would be hardly noticeatle.

The discrimination value model [2]) has been found to give improvements
in search performance. However, the discrimination values are determined by
lowering the sum of the correlations between the documents and their
centroid; in other words, the discrimination value is a function of the
distance between document vectors. The application of the discrimination
values would tend to increase the average distance between documents,
regardless of the relations between the documents. But it may be unreasonable
to have related documents farther apart. Consequently, it is important to

relate the average increase in distance between similar documents to the
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averag:? increase in distance between all documents.
Since the investigation is performed on clustered document
collections, the clustering methods to be used are discussed {irst.
Previous experiments were done with clustering methods that
produce clusters of different sizes with a large variance.® It was
found that a large cluster is represented by é longer centroid vec or,
In some cases, the centroid vectors were so long that they each included
75% of the terms occurring in the collection. The correlations between
these centroids, being high, have become less meaningful in distinguishing
one centroid from another. The problem could be overcome by using a
different method in forming the ¢ ntroid vectors as in Murray and
Kerchner [3], [4], or by deleting some common terms. But the centroids
would then lack some of the terms occurring in the documents and thus the
centroid would not be the true centers of the document clusters. For this
reason clustering algorithms that produce smaller clusters are considered.

The clustering methods to be used are:

A. TFor each query, one cluster is constructed. The cluster contains
documents that are relevant to that query. This method is
chosen becduse the clusters are easy to obtain in an experimental
environment and also because it produces small clusters as shown

in Table 1. This method will be referred to as method RCL.

% The centroid vector of a cluster is formed by summing the normalized
document vectors. Let Di i =1 ... mbe documents belonging to cluster
¢ then the centroid vector for D,

g 1051

CcC =

1

" ~Mm3
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B. Williamson's Clustering Aigorithm. This method is essentially a
tree building procedure, which has a bound on the number of sons
each node may have. This method is used because it also produces

small clusters. This method will be referred to as method

SKIP. [9]
Clustering Method RCL SKIP
Number of Clusters 155 83
Average number of documents in one cluster 5.8 6.6
Number of documents in the largest cluster 22 0
Number of docui.ents in the smallest cluster 3 4
Sum of the number of documents in all clusters 900 547

Statistics for the two Clustering Methods
Table 1
3. Cluster Measurements
A number of measurements are performed on the clusters.

Notation:

the main centroid of the entire collection
= the ith cluster centroid

the jth document

the jth cluster

Cle Lde Lo e
it

the number of documents in Di
the number of clusters.

Z U o w0 0
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The measurements are:

1. The average correlation of the documents in cluster Di with

their centroid, Ci

X
Rj+Di COSineffjfci)

Ai =
o

The average for all the clusters

a=2= Ai/N

e

2. The correlation between cluster centroid C:.L with the main
centroid, C

Bi = cosxne(Ci,C)
and the average of the Bi's

bs ZBi/N

3. The correlation between two cluster centroids
Cij = 0051ne(Ci,Cj)

and the average of the Cij's

C = /N2

i3

e M

ZcC
i

the ave. corr. of the docs, with their centroid

4. The ratio:
the ave. corr. between cluster centroids and main centroid

Q1 = a/b

Ave. corr. of the documents with their centroid

5. The ratio:
Ave. corr. between cluster centroids

02 = a/c.

¢

o
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4. The Experiment

The experiment was performed using the Cranfield 424 Thesaurus
Collection. The collection was first clustered using Williamson's Algorithm
SKIP, and then using the query relevant method, RCL. The Q values for
these two clustered document collections were calculated for the diftevent

indexing methods listed below.

1. Cranfield 424 Thesaurus Collection.

2. Cranfield 424 Thesaurus Collection with the application of
discrimination values. The concept weight of the document
vectors were multiplied by the discrimination values rescaled

to an effective range.

3. Cranfield 424 Thesaurus Collection with the application of
inverse document frequency. The concent-wzight of the document
vectors were modified by multiplying a function inversely
proportional to the document freaquency (DF) of the term, i.e.
new concept weight = old concept weight x l:log g—r-,- + 1]

This model emphasizes the low frequency terms, a;d deemphasizes

the high frequency terms.

4. An indexing method that does not perform as well as the control
method (method 1). To create the collection, the Cranfield 42u
Thesaurus collection is modified by deleting one hundred terms
which have discrimination values higher than 0.G4. By deleting
the high discrimination value Lerms, it is evident that the
document vectors will be moved towards each other. However
the essential changes of the orientation of the document vectors

have yet to be determired. This method is referred to as HDVD.

v. An indexing method created for the purpose of this work. It is
believed that a good indexing method would place the document:
into natural clusters with the inter-cluster distance relatively
large. To achieve this result, the documents were .iodified so as

to diminish the distance between documents within each cluster,

;.0'1[
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while increasing the length of the intc¢r-cluster

distances. To diminish the distance between documents
within a c.uster, the terms to be emphasized must be

those that are unique to a few clusters, that is, terms

that have low cluster frequency should be emphasized to
increase the correlation between documents within those

few clusters. To decrease the correlation between clusters,
terms that occur in relatively more clusters are deemphasized.
Using these two criteria, a value, val(t) is detérmined

for each concept t. The document collection is modified by
multiplying the original concept weights by this value. The
actual procedure is as follows:

1) TFor each cluster Jj, the document frequency of each
term t in the cluster is found. This is denoted by
CLUSFREQ(t,j) for term t and cluster j.

2) For each term the number of different ciusters in
whicn it occurs (i.e. the cluster frequency of each
term) is found. It is denoted by NCLUS(t).

3) The value, val(t), for term t is determined by
the equation: val(t) = TMULT(t) x DAC(t), where
TMULT(t) is a step function which is invérsely
proportional to the cluster frequency of term t and
DAC(t) is a function proportional to the skewness of
a term with respect to the clusters. They are defined

by the following ~quations:

Given that STEP and LOWLIM are some integers

2 if 1 < NCLUS(t) < STEP

1.75 if STEP < NCLUS(t) < 2 x STEP
1.50 if 2 x STEP < wCLUS(t) < 3 x STEP

1.25 if 3 x STEP < NCLUS(t) < 4 x STEP

1.00 if 4 x STEP < NCLUS(t) < LOWLIM
.50 if  LOWLIM NCLUS(t)

TMULT (t) =

A

el
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AVECLUS(t) = ( I CLUSFREQ(t, j))/NCLUS(t).
jecluster

DAC(t) =( 3 [ |avecLus(e) - cLUSFREQ(t,$)]
jecluster

+ 1 ] d/ncuusce)

AVECLUS(t) is the average document frequency for term t
and DAC(t) is the average of the sum of the deviation

of document frequen. y in the cluster from the average.
Examples:

1. a term t occurs in 3 clusters once in each:

CLUSFREQ(t,i) = 1 i=1,2,3
AVECLUS(t) = 3/3 = 1
DAC(t) = (1 +1 +1)/3 =1

2. a term occurs in 3 clusters.

CLUSFREQ(2,1) = 3
CLUSFREQ(t,2) = 1
CLUSFREQ(t,3) = 1

AVECLUS(t) = 3 + 1 + 1)/3 = 1.2,

DAC(t) C(|1.7 - 3] + 1) + (|]1.7 - 1] + 1) +
(|1.7 - 1] + 1) V3

(2.3 + 1.7 + 1.7)/3 = 1.9.

The collection thus modified will be referred to as
MOD (STEP,LOWLIM).

The values 5 and 50 were used for STEP and LOWLIM.
They were chosen tc make TMULT > 1 for approximately
half of the terms in the collection clustered ucing "SKIP".
With the apparent better result obtained from the
Relevant clustered collection, STEP and LOWLIM were
changed to 3 and 38 respectively, for the cluster collection
using SKIP, so that the number of terms with the same
TMULT value is approximately the same for SKIP MOD(3,38)
and RCL MOD(5,50).

woid
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6. For the sake of completeness another indexing method inverse
of the MOD(5,50) was tried to move the documents within a
cluster further away from each other as well as the clusters

to each other.
1. MODI(1)

Similar to the MOD method the mod inverse collectio: is
obtained by multiplying the original concept weights
of the document vectors by a step function IVAL(t),
defined as:

IVAL(t) = ITMULT(t).

.5 1f 1 < NCLUS(t) < 20
ITMULT(t) = 1.0 if 20 < NCLUS(t) < 50
2.0 if 50 < NCLUS(t)

ro

MODI(2)

In MODI(2) the skewness factor, DAC(t), in MOD is also

taken into consideration. IVAL(t) is defined as:
IVAL(t) = ITMULT(t) x (4/DAC(t))

DAC(t) ranges from 1 to 4, thus 4 is picked here to
keep (4/DAC(t)) in the same range.

5. The Results
The results can be summarized by Tables 2, 3 which is broken
down into Tables 4 to 8 for clarity. The quantities a, b, ¢ used here

are the same as those in Tables 2 and 3 and explained in page 6.

o
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The Summary of the Results for RCL Clustered Collection

Table 3

-

control | Dis IDF MOD(EG) “OD(gé) HDVD |MODI(1) MOD1(2)
a .65 .603 .589 649 .653 . 664 .690 6U5
b .537 - 492 .522 .528 .611 .599 .581
c .315 .237 .252 .274 .281 .375 .385 .364
Q, 1.21 1.25 1.;; —;.2u 1.24 1.06 1.15 1.11
Q, 2.0 2.5 2.3 2.3 2.32 1.77 1.79 1.77
The Summary of the Results for SKIP Clustered Collection
Table 2
control | Dis IDF MOD(SG) HDVD |MODI(1) [MODI(2)
a 712 .689 .668 .73 712 .725 .681
.50 433 454 477 .579 .577 .523
.273 .192 .209 .223 .336 .312 .290
. 1.42 1.6 1.57 1.53 1.23 1.3 1.1
) 2.6 3.5 3.2 3.1 2.1 2.32 2.35
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g -
SKIP RCL
a b c a b c
control .65 537 .315 712 .50 .273
dis 603 | .u8u .237 .689 433 | .19
ontrol 1,08 | 1.11 1.33 1.03 1.15 | 1.42

Control vs Discrimination Values
Table 4

1. Discrimination Value Model

With the application of the discrimination values the average inter-
ciuster correlation (quantity b) and the average cluster and centroid
correlation (quantity c) were lower than the corresponding ones for the
control. This implies that the distances between clusters are lengthened
with the application of the discrimination values, this results in a more
spread out space. However, the document and cluster centroid correlations
(quantity a) are also smaller, that is, within a cluster the discrimination
values also cause the documents to spread out. Nevertheless, the
control/discrimination value ratio for quantity a is smaller than those for
quantity b and ¢ in Table 4, implying that the expansion within a cluster
is comparatively less than the expansion of the space itself. Furthermore,
the Q1 and 02 values of Table 2 and 3 for the discrimination value
model are larger than the corresponding ones for the control. Therefore,

with the use of discrimination values the space is more spread out and

a4

e st
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although the absolute sizes of the clusters are larger, relative

to the size of the entire space the clusters are smaller.

2. Inverse Document Frequency

With the application of inverse document freguency all three
quantities a, b and ¢ are smaller, again indicating a more spread out
document space. Except for the Q1 value for SKIP's IDF collection the
Q wvalues for tha IDF are larger than the control. The exception-may be
due to the non-relevant overlapping of SKIP's clustered collection. Aside
from this exception, the results suggest the same conclusion as the

results for the discrimination value collection.

SKIP RCL
a b c a b c
control .650 .537 .315 712 .50 .273
IDF .589 492 .252 .668 454 .209
99;‘;%"1 1.10 1.09 1.21 1.07 1.10 1.31

Control vs Inverse Document Frequency
Table 5
3. The HDVD Collection
A surprising result in this case is that for relevant cluster
quantity a, the average correlation between documents and +heir cluster

is the same as that in the control collection. Although the actual

-
-




correlations do vary for each cluster, on the average the clusters do

not expand nor contract. In spite of the fact that with SKI:'s clustered
collection quantity as for the HDVD method is the largest, it is only a
moderate increase over the control collection. It seemg.to denote that
the discriminating term affects the inter-cluster distances more than the
clusters themselves.

With the HDVD method all three quantities are larger or stay
unchanged. The control/HDVD ratic is largest for quantity a, showing that
the least changes ¢ccur in the individual clusters. Both Q values are
decreased. All the changes were opposite from what was observed in the
previous two cases. With the entire document space contracted and the
individual clusters unchangéd or less contracted. The HDVD method results
in forming larger clusters with respect to the document space than the

control collection.

SKIP RCL

a b c a b c
ContPOl 0650 0537 0315 0712 050 0273 ’
HDVD . 664 .611 « 375 o712 «579 +336 .
% H

control ' ;

[ ] L] i [ ] u [ ] .86 .81

HovD 91 88 ’ 8 1.0 ;

Control ana HDVD
Table 6

L S
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SKIP MODASS, 50) SKIP MOD (3, 38) RCL MOD (5, 50)
a b c a b c a b c
control « 650 « 537 .315 . 650 «537 .315 712 «50 273
MOD . 649 522 274 .653 . 528 .281 .73 77 . 229
control
_-ﬁas__ 100 1.03 1.5 1.0 1.02 1012 098 1.05 1020

Control and the MOD Methods
Table 7

4. The MOD Methods

This method was created to decrease the distances between documents
within a cluster and to increase the distances between clusters. Even
though the control/MOD ratio of quantity a for all three cases, is less than
or equal to one, only in one case-relevant cluster MOD (5,50) - is the
size of the clusters significantly decregsed. 0f the other two cases, one
is decreased slightly, and the other is increased slightly. However,
quantities b and ¢ were decreased so that the inter-cluster distances of
all three cases increased significantly enough to produce larger Q1 and

Q2 values.

-
.
| PR
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OKIP RCL
a b c a b c
control . 650 537 . 315 712 .50 « 273
MODI (1) .690 . 599 .385 .725 557 «312
MODI (2) LBU5 .581 . 364 .681 .523 .290
control
Mm ogq‘ 089 082 098 .90 088
control
MODI (2)| 1.0 .32 .87 1.1 .96 .94

Control vs MODI's
Table 8

5. The MODI Methods

From the control/MODI ratios we can see that the inter-cluster
.distances (quantities b and c) are lengthened. The results for MODI(2)
is more satisfying since the cluster sizes increased as we hoped.
Although the cluster sizes for MODI(2) decreased slightly, the MODI

methods do give a smaller Q1 and Q2 values as we expected.

6. Conclusions

1. The fact that the distance between two centroids increases
implies that on the average the distance between any document in one centroid
and any other document in another centroid increases also. With the

application of either the discrimination values or the inverse document

o a

L P
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frequency, the distance between documents increased. Moreover, the MOD
collections were constructed such that the inter-cluster distances are
larger. All these indexing methods are found to have better search
performance than the control method, as shown in Table 9. On the other
hand, the HDVD model and the MODI models show that a more contracted
document space produces deterioration in search performance. For the
discrimination model, the result that the distances between document
increase is obvious. However, it is not obvious for the inverse document
frequency model, where the correlations between documents are not taken
into consideration during construction. It can be concluded that a
spread out document space is beneficial for the retrieval performance.

2. Indexing methods that have been found to produce improvements’
in search performance as measured by recall and precision, do have relatively
more compact clusters with respect to the entire collecticn space. This
conclusion is justified by the observation that, in all cases (the
discrimination value, inverse document frequency and MOD) the increase
in distance between centroids is more than the expansion of the cluster
itself; whereas for the indexing methods that give less good search
performance the relative sizes of the clusters are larger. However, the
Q1 and Q2 values can not be depended upon to evaluate the search
performance of a collection in place of recall and precision. The
Q1 and 02 valves of the discrimination value model are larger than those
of the inverse document frequency model, but from the search results in
Table 9, the discrimination value model does not necessarily perform hetter
than the inverse document frequency model. Similarly, the HDVD method

performs worse than MODI(2), but the Q, value of MODI(2) for RCL
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clustered collectior is smaller than that of the HDVD method. Furthe.more,
the difference ia ;earch performance between HDVD and control is more than
taat between the control and MOD method, but the differences in Q values
are nearly the same. Nevertheless, the Q values do give a fairly
compatible ranking of the performance of the various methods compared to

the searches performed as in Table 9.

3. With the application of the HDVD method, the average correlaiion
of documents to their centroids over all clustérs does not vary for the
relevant clustered collection. This is an indication that the deletion of
high discrimination value terms, nearly one seventh of ilie concepts in the
collection, has little effect within clusters. On the other hand, the sizes
of the clusters vary with the use of the inverse skewness factor, as shown
in MODI(1) and MODI(2) in Table 8. To a lesser extent the discrimination
value model and the inverse document frequency model are also emphasizing
the different effects of the terms. It Lecuues apparent that there are
various functions played by the terms under diffzreuni conditions, similar
to the idea that there are terms that promote recall and others that promote
precision. It is now obvious that terms are needed to distinguish documents
that belong to different clusters; whereas within a cluster, the terms
needed should have less discriminating power or should only discriminate

documents within the cluster.
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A Theory of Term Importance in Automatic
Text Analysis

G. Salton®, C.S. Yang®, and C.T. Yu'

Abstract

Most existing automatic couient analysis and indexing techniques
are based on word frequency characteristics applied largely in an ad hoc
manner. Contradictory requirements arise in this connection, in that terms
exhibiting high occurrence frequencies in individual documents are often
useful for high recall performance (to retrieve many relevant items), whereas
terms with low frequency in the whole collection are useful for high precisinn
(to reject nonrelevant items).

A new technique, known as discrimination value analysis ranks the text
words in accordance with how well they are able to discriminate the documents
of a collection from each other; that is, the value of a term depends on how
much the average separation between iniividual documents changes when the given
term is assigned for content identification. The best words are those which
achieve the greatest <fparuisoa.

The discrimination value analysis accounts for a number of important
phencmena in the content analysis of natural language texts:

a) the role and importance of single words;

b) the role of juxtapcsed words (phrases);

¢) the role of word groups or classes, as specified in a thesaurus.

Effective criteria can be given for assigning each term to one of these three

classes, and for constructing optimal indexing vocabularies.

% Department of Computer Science, Cornell University, Ithaca, N.Y. 14853

+ Department of Computer Science, University of Alberta, Edmonton, Alberta
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The theory is validated by citing experimental results.

1. Document Space Configuration
Consider a collection of entities D (documents) represented by

weighted properties w. In particular, let

Di = (wil’ Wins +ons wit) (1)

where wij represents thz weight of term j in the vectue corresponding
to the ith document. Given two documents Di and Dj’ it is possible to
define a measure of relatedness s(Df, Dj) between the documents depending on
the similarity of ;heir respective term vectors. In three dimensions (when
only three terms identify the documents), the situation may be represented by
the configuration of Fig. 1, where the similarity between a:y two of the document
vectors may be assumed to be a function inversely related to the angle between
them. That is, when two document vectors are exactly the same, the corresponding
vectors are superimposed and the angle b-etween them is zero. |

When the dimensionality of the space exceeds three, that is when more
than three terms are used to identify a given document, the envelope of the
vector space may be used to represent the collection as in the example of
Fig. 2. Here only the tips of the document vectors are shown, represented by
x's, and the distance between two x's is inversely related to the similarity
between the corresponding document vectors — the smaller -the distance between
x's, the smaller will be the angle between the vectors, and thus the more

similar the term assignments.
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A central document, or centroid C, may be introduced, located in the
center of the document space, which tor certain purposes may represent the
whole collection. The ith vector element c, of the centroid can simply
be defined as the average of the ith term wij across the n documents of

the collection; that is

-1
c, ==
1 n

It is clear that a particular document space configuration, such as
that of Fig. 2, reflects directly the details of the indexing chosen for the
identification of the Jdozuments. This raises the question about the choice
of an optimum indexing process, or alternatively, about an effective document
space configuration. A number of studies, carried out over the last few years,
indicate that a good document space is one which maximizes the average separation
between pairs of documents. [1,2] In particular, the document space will be
maximally separated, when the average distance between each documen® and the
space centroid is maximized, that is, when

n

Q= I s(C, Di) (2)
i=1

is minimum. Obviously, in such a case, it may be easy to retrieve each given
document without also necessarily retrieving its neighbors. This insures a
high precision output, since the retrieval of a given relevant item will then
not also entail the retrieval of many nonrelevant items in its vicinity.
Furthermore, when the relevant documents are located in the same general area

of the space, high recall may also be obtainable, since many relevant items

G
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may then be correctly retrieved, and many nonrelevant correctly rejected.®
A particular indexing system, known as the discrimination value

model assigns the highest weight, or value, to those terms which cause the

maximum possible separation between the documents of a collection. This

model is described and analyzed in the remainder of this study.

2. The Discrimination Value Model

The discrimination value of a term is a measure of the changes in

space separation which océur when a given term is assigned to a collection
of documents. A good discriminator is one which when assigned as an index
term will render the documents less similar to each other; that is, its
assignment decreases the space density. Contrariwise, a poor discriminator
increases the density of the space. By computing the space densities both
before and after assignment of each term, it is possible to rank the terms
in decreasing order of their discrimination values.

In particular, consider a measure of the space density, such as the
Q value given in equation (2), and let Qk represent the density Q with
the kth term removed from all document (and from the centroid) vectors. The

discrimination value of term k may then be defined as

DVk = Qk - Q. (3)

% Retrieval performance is often measured by parameters such as recall and
precision, reflecting the ratio of relevant items actually retrieved, and
of retrieved items actually relevant.

>
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Obviously, if term Q 1is a good dis:riminator, then its removal will cause
a compression in the document space (an increase in space density), because
its assignment would have resulted in an increase in space separation. Thus
for good discriminators Qk > Q and DVk is positive. The reverse is true
for poor discriminators whose removal causes a decrease in space density,
leading to negative discrimination values. A vast majority of the terms may
be expected to produce neither increase nor decrease in space density; in
such a case a discrimination value near zero is obtained. The operations of
a good discrimipator are illustrated in the simplified drawing of Fig. 3.

In the retrieval experiments conducted earlier with_three collections
in aerodynamics (Cranfield collection, 424 documents comprising'2651 distinct
ferms), medicine (Medlars co;lection, 450 documents comprising 4726 terms),
and world affairs (Time collection, %425 documents comprising 14098 terms), the
discfimination value model produced =xcellent retrieval results. [1] In

particular, a term weighting system which assigns to each term k a value

wkj consisting of the product of its frequency of occurrence in document
3 (fkj) multiplied by its discrimination. value DV}
Wiy = fkj © DV, (4)

produces recall and precision improvements of about ten percent over

methods where only the term frequencies fkj are taken into account.®

* 2

* Terms receiv. ng high weights according to expression (4) are those which
exhibit high occurrence frequencies in certain specified documents, and
at the same time can distinguish these documents from the remainder of
the collection.
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It may be of interest to inquire what kind of terms are favored
by a weighting system such as that of expression (4), and what accounts for
the value of the discrimination model. Some experimental evidence relating
the discrimination values to certain frequency characteristics of the terms
in the document collections is presented in the next section. This in turn,

leads to an indexing theory to be examined in the remainder of this study.

3. Discrimination Values and Document Frequencies
Consider any term k assigned to a collection of documents, and let
dk be its document frequency, defined as the number of documents in the

collection to which term k is assigned. More specifically,

n
d, = L Db
k 521 kj
where bkj = 1 whenever fkj > 1, and bkj = 0 otherwise. It is instructive to

arrange the terms assigned to a document collection into disjoint sets in such
a way that the terms assigned to a given set have equal document frequencies
dk = I, Moreover, for each such set of terms the average rank in decreasing
discrimination value order may be computed, thereby relating document frequencies
with discrimination values.®

A plot giving the average discrumination value rank for the terms
exhibiting certain document frequency ranges is shown in Figs. #(a), (b), and
(c) for the collections in aerodynamics, medicine, and world affairs

(Cranfield, Medlars, and Time) respectively. It may be seen that a \’shaped

~urve is obtained in each case, with the following interpretation:

% For a set of t terms, the discrimination value rank ranges from 1 for the
best discriminator to t for the worst.

PC’ s v
6 1D
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a) the terms with very low document frequencies, located on the
left-hand side of Fig. 4 are poor discriminators, which average

discrimination value ranks in excess of t/2 for t terms;

b) the terms with high document frequencies exceeding n/10, located
on the right-hand side of Fig. 4 are the worst discriminators,

with average discrimination value ranks near t;

c) the best discriminators are those whose document frequency is
neither too high nor too low =—— with document frequencies
between n/100 and n/10 for n documents; their average

discrimination value ranks are generally below t/5.

The output of Fig. 4 shows average discrimination value ranks only.
Before deciding that all terms with low and high document frequencies can
automatically be disregarded, it is useful to determine whether any good
discriminators are in fact included in the corresponding low frequency awd high
frequency term sets. Figs. 5(a) and 5(b) show sets of low frequency terms for
the Medlars and Time collections respectively, tog: ther with the number of
good dizcriminators — those with disérimination ranks between 1 and 100 —
included in each set. Fig. 5 shows overlapping term sets, consisting of
all terms with document frequency equal to 1, 1 and 2, 1 to 3. etc., together
with the percentage figures of the total number of terms represented by the
corresponding sets.

Thus when seventy percent of the terms are taken in ircreasing document
frequency order - corresponding in the Medlars collection to about 3200 terms
out of 4700 with document frequencies of 1 or 2, and in the Time collection to
9300 terms out of 14000 with document frequencies 1 to 3 — it is seen that
only about 15 good discriminators are included for Medlars, and about 12 for
Time. When the proportion of terms increases to eighty percent in increasing

document frequency order, including 3800 Medlars terms, or 11300 Time terms,
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ranging in document frequency from 1 to %, the number of good discriminators
ric. : to 30 for Medlars and 35 for Time. When so few good terms are included
among - 1€ mass of low frequency terms, it is obvious that special provisions
must be made in any indexing process for the utilization of these terms.

Consider now the very high-frequency terms — those which according
to the output of Fig. 4 exhibit the lowest discrimination values. While the
number of such terms is not large, each of the terms accounts for a substantial
portion of the total term assignments to the locuments of a collectiocn because
of the hignh document frequency involved.

The output of Fig. 6(a) for Medlars, and 6(b) for Time shows tha: about
four percen of the high-frequency terms present in a document collection,
accounts for forty to fifty percent of all term assig..ments, when the terms
are taken in decreasing document frequency order. The absolute number of
distinct terms is 200 approximately for the Medlars collection and about 500
for Time. In each case, less than 15 of these té;hs are classified as good
discriminators. When the proportion ¢i terms taken in high frequency order
increases to six percent, accounting for 46 percent of the term assignments
in Medlars, and 57 percent for Time, the number of good discriminators increases
to about 20 in eazh ¢~ ::.

The inforuutioa iacluded in Figs. 5 and 6 is summarized in Table 1.

In each case, certain cutoff percentages are given for terms taken either in
low document frequency or in high document frequency order. For each such

percentage, the number of good discriminators included in the corresponding
term et is staéed for each of the three test collections. Thus when sixty

rcent of the terms ar: taken in increasing document fiequency order, not
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a single good discriminator is included among the 1668 terms for the
Cranfield collection; only 5 of the top 40 terms, or 16 of the top 100,
are present among the 3238 Medlars terms; finally, for Time 1, out of
the top 50, or 11 of the top 100 are included among the first 8916 low
frequency terms.

The number of good discriminators included among the high trequency
terms for the three collections is similarly low, as shown in the bottom
half of Table 1.

The conclusion to be reached from the data of Figs. 5 and 6 and
of Table 1 is that very few good dircriminators are included among the
bottom seventy percert, or among thc top four percent when the terms
included in a collection of documents are taken in increasing document
frequency order. This fact is used to construct an indexing strategy

in the remainder of this study.

k. A Strategy for Automatic Indexing

Consider the graph of Fig. 7 in which the terms are once again
arranged in increasing document freauency order. 1I1f the assumption is
correct that the best terms for indexing pur;. es are concentrated in the
set whose document frequency is neither too high nor too low — the
frequency being approximately between n/100 and n/10 — then the following

term transformations should be undertaken:

a) Terms whose document frequency lies between n/100 and n/10
shouli be used for indexing purposes directly without any
transformation; these terms include the vast majority of the
good discriminators.

&4
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b) Terms whose document frequency is too high — above n/10 —-
comprise the worst discriminators.. These terms are too
general in nature, or too broad, to permnit proper discrimination
among the documents; hence their yse produces an unacceptable
Precision loss (it leads to the retrieval of too many items
that are extraneous). These terms should be transformed into
lower frequency terms — right-io-left on the graph of Fig, 7 —
thereby enhancing the precision perforrance.

c) Terms whose document frequency is too low — below n/100 —
| are s0 rare and specific that they cannot retrieve an acceptable
proportion of the documents relevant to a given query; hence
their use depresses the recall performance. These terms shonld
be transformed into higher frequency terms — left-to-right
on the grapl of Fig. 7 — thereby enhancing the recall performance.

It remains to des:ribe the-right-to-left and left-to-right transformations
that may be used to genérate useful indexing vocabularies. The obvious way of
transforming the .igh frequency terms into lower frequency entities is to
combine them into indexing phrases. In general, a phrase such as "programming
language" exhibits a lower assignment frequency than either of the high
fréquency components "language" or "program". The summarv of Fiz. 7 then

indicates that:

Indexing phrases should be constructed from high

frequency single term components in order to enhanc .

the precision performance of the retrieval system.

The other left-to-right transformation which is required for recall

enhancing purposes is now equally obvious. Low frequency terms with somewhat
similar properties, or meanings, can be combined into term classes, normally
specified by a thesaurus of related terms, or synonym dictionary. When a

single term is replaced for indexing purposes by a thesaurus class consisting

”» .

Q . ‘».cnﬁ
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of several terms, the assignment frequency of the thesaurus class will in

general exceed that of any of the components included in the class. Thus:

The main virtue of a thesaurus is its ability to group

2 number of low frequency terms into thesaurus classes,

thereby enhancing the recall performance.

A large number of different strategies is available for the generation
of indexing phrases and 1 .m thesauruses. Consider first the criteria used
for the formation of phrases. A phrase might be created whenevar two or
more components cooccur in the same document, or query; or when they cooccur
in the same paragraph, or sentence of a document; or when they occur in
certain specified positioné within the same sentences; or, finally, when
they cooccur in certain specified positions in a text while exhibiting
certain predetermined syntactical relationships. The methods needed to
identify the indexing phrases attached to a given document or query may then
range from quite simple (any pair of noncommon terms cooccurring in a
document may represent a phrase) to quite complex (the various phrase
components must exhibit appropriate syntactical relationships and these
relationships must be ascertained). (3]

For present purposes, a compromise position is adopted which bypasses

an expensive syntactic analysis system in favor of the following procedure:

a) phrases are defined by using query texts;

- b common function words are removed and a suffix deletion method is

used to reduce the remaining query words to word stems;

¢) the remaining word stems are taken in pairs, and each pair defines
a phrase provided that the distance in the text batween the two
phbaée components does not exceed two (at most one intervening
word oscurs betwzen components), and provided that at least one
of the components of ¢uch phrase is a high-frequency term;

o
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d) phrases for which both components are identical are eliminated;

e) duplicate phrases, where all components match an already existing
phrase are elminated.

The texts of all documents are checked for the presence of any phrase thus
defined from the query statements, and appropriate weights are assigned.

The phrase formation process is illustrated in Fig. 8 for a query
dealing with world affairs. It is seen that this query gives rise to eight
distinct phrases with adjacent components, plus seven additional phrases
for which the components are separated by one intervening word in the reduced
query text.

It remains to determine an appropriate weight to be assigned to each
phrase created by the foregoing process. Thus if terms p and q exhibit
weights wip and wiq’ respectively in document i, corresponding, for
example to the frequencies of occurrence of the respective terms in the

document, the phrase consisting of components p and q might be assignea

weight "ipq defined as
w [ d * w
W = =P ig . (5)
ipq 2
A somewhat more refined weighting method uses "ipq in conjunction

with an "inverse document frequency" (IDF) factor which gives higher weights
to phrases that occur comparatively rarely in the collection. The original
inverse document frequency (IDF) factor, introduced by Sparck Jones, was

defined as [u]:

IDFk = rlogz rﬂ - |'.'|.og2 d;\ + 1,
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COALITION GOVERMMUNT TO BE FORMDD 1M ITALY BY THY

LEFT-WING SOCIALISTS, THL REFURLICANS, SOCIAL DLMOCRATS,

AND CHRISTIAN DEMOCRATS.

———— -

DELETI: COMMON WORDS AND ELIMINATEL SUPTTXES:

COPLI GOVERN TI'ORM ITALY LEFT-W SOC AL REPUBLIC

SOCIAL DEMOCRAT

CHRIST DIMOCRAT

PHRASES:

ADJACENT COMPONENTS

COALI GOVERN, GOVLRN FORM,
FORM ITALY, ITALY LLIT-W,

LEFT-W SOCIAL, SOCTAL RLPUBLIC,
“REPUBLIC—SOCTAL®, SOCTAL DEMOCRAT,
DCMOCRAT CHR1ST. ‘HREST—BEMOGRAT

ONF. TNTERVINTNG WORD

COALI FORM, GOVERN ITALY,
FORM LEFT-W, ITALY SOCIAL,

LEFT-W REI'UBLIC, -SoCH.E—Soeiak,
REPUBLIC DEMOCRAT,

SOCIAL CHRIST, -BEMOCIAT—DEMOCKAT

% Duplicate Phrascs Lliminated

+ Identical Comnronents Eliminated
Word Order Immaterial

Sample Phrase Formation Process

Fig. 8

-
.
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where IDFk is the IDF factor for term k, and dk is the document freq-

uency of term k in a collection of n documents. Clearly IDFk is
large when dk is small, and becomes small as dk approaches n.
By analogy, a phrase IDF factor may be defined as:

logd + log d
S

IDF. = (log n - g 6
pq (log n Z ) , (6)

where dp and dq are the respective document frequencies of phrase
components p and q.

In conformity with the composite weighting system of egquation (4)
which uses the product of term frequencies and discrimination values, a
composite phrase weightl gipq for phrase pq in document i may then be

defined as the product of the IDF factor and the average comporent weight

(equations (5) and (6)):

' log d + log d
W, log n - = (7))
“ipg ~ | %% (

In a retrieval environment, the phrases defined by the foregoing

pre-edure may be used to replace the original phrase components — that is,
the original components may be removed from the document and query vectors
before the phrase identifiers are added. Alternatively, phrase:éﬁmgonents
may be used in addition to the single term components. For the \i
experiments described in the next section, the former policvy was used in
that phrases are introduced replacing the original component terms..

Consider now the converse to the right-to-left phrase formation

proces:, namély the left -to-right thesaurug-qonstruction method. Here

% As beforc, the weighting system of expression (7) assigns high weights
to phrases with highly weighted components in individual documents but
with relaiively low overall document frequency in the collection.
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the notion is to use low frequency terms and to assemble them into clausey
of terms replacing the original vector components. If dp and dl are
the document frequencies »f terms p and qQ respectively, the document

frequency of ‘he class which includes both p and g may be defined as

b =d +d -d
Pq P q Pq

term g, and both p and gq, respectively. In general qu may be expected
to be larger than either dp or dq individually. When m termg are
included in a given term class, the document frequency of the class is
defined simply as the number of documents in which at least one term assigned

to that class appears.

Term classes are often defined by a thesaurus, and a given thesaurus
class normally includes terms that are sufficiently similar in meaning,
or context, to make it reasonable to ignore their differences for indexing
Purposes. A great maln; thesaurus construction procedures have been described
in the literature including manual term grouping as well as fully automatic

methods. [5,6,7,8] Among the latter are the so-called associative indexing

procedures, where statistically associated terms are jointly assigned to the

documents of a collection, and a variety of term clustering methods designed

to group into a common class those terms whi~h exhibit similar term assignments
to the documents of a collection.

For experimental purposes: it may be sufficient to use existing manually
constructed thesauruses for the three test collections, and restricting the
thesaurus to include c...y classes whose document frequency does not exceed.

a stated maximum, Sucgp a thesaurus then effectively limits the number of

uigh-frequency terms than can appear in any class, and provides the left-

to-right frequency transformation spe-ified by the model of Fig. 7. The

-
i t3
ar &
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weight with which a thesaurus class is assigned to a document or query vector
may be defined as the average weight of the component terms originally
present in that vector.

A frequency-restricted thesaurus such as the one described above may
not specify classes that are completely identical with the term classes
obtainable by initially using only the low frequency terms for a separate term
clustering process; however the experimental recall-precision results may be
expected to be close to those produced by an original thesaurus construction
method .

The recall-precision results obtained from the operations modelled in

Fig. 7 are examined in the next section.

S. Experimental Results

The right-to-left phrase formation process is designed to produce
lower frequency entities from high frequency components, and vice versa for
the left-to-right thesaurus grouping process. The data of Table 2 prove that
the required frequency alterations are in fact obtaiied by the two transformations
for the test collections in use.

Table 2(a) shows that the document frequency of the phrases is only
about one third as large as the frequency of the individual components
entering the phrase tormation process. In Table 2(b) the reverse is seen
to be the case for the fheéaurus concepts whose document frequency is one
and a half times that of the individual thesaurus entries. If the model
of Fig. 7 specifying ideal frequency characteristics for index terms is
apprc¢iriate, considerably better recall and precision output should be
obtainable with the transformed terms (phrases and thesaurus class2s) than

the originals. .

[

arud
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Minimum Average Document requency
Locument
Frequency Single Terms
needed for Entering N Plirases
High-P'requency Phrase l'rocess
Component
CRANI'IELD (45) 100 39
MEDLAKS (22) 4o 7
TIME (u49) 101 38
Average Document Irequency for Phrases
Table 2(a)
Max imum
- Document Average Document Irequency
Frequency
needed for
Thewaurus Single Terms Thesaurus
Class to Entering Classes
Insure Thesaurus Process
Inclusion
CRANI'IELD {60) 24 32
MEDLARS (40) 10 16
TIME (60) 17 31
Average Docuent Nicquency for Thesaurus Classes
Table 2(b)
Qﬂﬂ‘ “ﬂﬂ“’l“!'
ges’
O :.« :é




Detailed recall-precision output is contained in Tables 3 and U4,
and in the summary in Table 5 far the various indexing methods applied to
the three test collections in aerodynamics, medicine, and world affairs.
Performance figures comparing the standard term frequency weighting (fki)
for single terms k in documents i with the phrase process are shown
in Table . The phrase procedure uses the normal single terms in addition
to indexing phrases weighted in accordance with the formula of expression (7).

Table 3 contains precision figures averaged over 2u'user queries
iar each of the test collections at ten specified recall levels ranging in
magnitude from 0.1 to 1.0 in steps of 0.1. The percentage improvement in
precision for the phrase process over the standard is also given at each
recall level, together with an average improvement ranging from a high of
39 percent for the Medlars collection to a low of 17 percent for Time.

Table 4 contains output similar to that already shown in Table 3.
However the data in Table 4 apply to an indexing system using both left-to-
right (thesaurus) and right-to-left {phrase) transformations. It is seen
from Table 4 that the thesaurus transformation adds an additional average
improvement of 13 ?ercent in precision for the Medlars collection; additional
advantages are also obtained for the Cranfield and Time collections.

The évaluation results are summarized ir Table 5. It is seen that
average precision values of approximately 0.70, 0.40, and 0.20 at high,
medium, and low precision are transformed into average figures of 0.90,

0.60 and 0.30 approximately when the discrimination properties of the terms
are optimized. The retrieval results displayed in Tables 3, 4, and 5 have not

been surpassed by any manual or automatic indexing procedures previously
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tried with sample document collections and user queries. Furthermor:e,
because of the high average precision values produced by the indexinp
theories described in this study, it is not iikely that additional drastic
improvements in retrieval effectiveness are obtairable in the foreseeable

furture.

(RN
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Negative Dictionary Construction

R. Crawford

1. Introduction

Effective information retrieval is based on the ability to
provide an accurate description of each item and to be able to discimin-
ate between the available information items. In the area of document
retrieval, a set of words (terms) chosen from the subject area of the .
documents may be used to describe the documents. [1,2,3] If the set of
. words used to describe each document is chosen properly, then each
document will have a description'which is both accurate and unique in
relation to the other documents. The document descriptions should
reflect the same differences and similarities between documents as would
be noticed by a reader of the original documents.

Thus, for a collection of documents in a particular subject area, -
two problems are apparent. First, a set of terms must be chosen for use

in describing the documents in the collection. This set of chosen terms

is called a dictionary. The process of selecting the set of terms is

calied dictionary comstruction. Second, specific terms from the

dictionary must be selected for use in describing each document. This

assignment of terms to describe documents is called context analysis or

document indexing. Both dictionary comstruction and document indexing

have been previously investigated, with both manual and automatic methods
considered, A large degree of success has been found in using fully
automatic procedureé for document indexing. [3,4,5] Automatic dictionary

construction has not proved so successful and it is this area which is

KN
¢
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being presently investigated.
Dictionary construction may be conveniently considered in terms

of several specific areas.

(i) NEGATIVE DICTIONARY CONSTRUCTION.,

The determination of which terms to exclude frr - the
document indexing process. This is defined m.
explicitly in the next section.

(ii) WORD STEMMING.

Entries in a dictionary may be grouped according to stems
by means of suffixing. This involves construction uf
both Word Form and Word Stem dictionaries.

(iii) THESAURUS CONSTRUCTION.

Terms having similar properties may be clustered to form
a single dictionary entry. These may be hierarchical in
structure and may be based on many different similarity
properties.

(iv) PHRASE DICTIONARIES.

Words or concepts used frequently in combination are
identified.

(v) DICTIONARY UPDATING.

The dictionary for a dynamic document collection must also
be dynamic. This involves updating of the dictionary as
documents are added to or deleted from the coliection, or
as word usage changes.

The remainder of this paper deals with the first of these areas;
negative dictionary construction. Further background of this specific

area is given in the following section.

1
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2. Negative Dictionaries

2.1 Common Words

The words used in the text of a document may be divided into

two classes, which might be described as "words important to the

meaning of the document" and "words important only to the structure

of the document". For example, consider the phrase;

"The role of the generality effort in retrieval system
evaluation is assessed, ..."

as used in a document in the field of information retrieval. Intuitively,

the words in t'.is phrase could be divided into the following two classes:

“MEANING" "STRUCTURE"
WORDS WORDS

ROLE “THE

GENERALITY OF

EFFECT IN

RETRIEVAL 1s

SYSTEM

EVALUATION

ASSESSED

Those words which are important only to the structure of the
documents are called function words or common words. Those words which
are important to the meaning of the sentence are called content words. If
only function words are classified as common, then the proéess of negative
dictionary construction is not difficult. However, a closer examination
of the previous example reveals some further problems, indicating that the
class of common words should possibly;Be expanded to include words other

than function words.
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Consider the use of the word "retrieval" in the above example.

Since this was taken from a document in the field of information retrieval,

some question may be raised as to the validity of using the word "pretrieval"
to describe any document. It might be expected that many, or even all

of the documents in this collection would contain this word. Although

using "retrieval" to index each document in which it occurs may contribute
to the accuracy of the description of those documents, it will also serve

to make distinguishiqg_gmoqg_those documents more difficult. For this

reason, words which have a vary Eigh fregpency of occurrence in a collection
may be considered to be common words.

Again examining the example given, consider the use of the word
"role", Although not strictly a function word, "role" would not appear
crucial to the meaning of the phrase to the same extent as "generality" or
"evaluation". In fact, the phrase could easily be reworded in several ways
to eliminate completely the word "role". Thus in this collection, retrieval
may be expedited by treating a word such as "role" as common because of its
usage. In a collection dealing with the theatre, for example, "role" might
in fact be a very important and meaningful word.

Words which are classed as common because of their high frequency
of occurrence in a particular collection, or because of their specific usage

in the collection are called collection-specific common words. Thus, it

is convenient to classify words in the following manner:

WORDS IN A
DOCUMENT
COLLECTION
CONTENT WORDS COMMON WORDS
funcffan words collection-specific

common words.
(frequency and/or

| | PR usage)
ERIC 40
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Manual construction of

A classification such as this mey be useful in constructing a
This model i

negative dictionary using manual methods.

negative dictionaries is discussed further in Section 4,

not, however, as useful when automatic negative dictionary construction
L3

methods are considered. Thus, new approaches to the. problem of
classifying words in a collection have been considered, with the hope
This

that classifications which may be stated in more precise mathematical

terms may also be simpler to implement using automatic techniques.

notion is expanded in Section S.

2.2 The Negative Dictionary
A negative dictionary is defined as a list of words whore use is

proscribed for content analysis purposes. Based on the classification
outlined in the previous section, the negative dictionary for a collection

is composed of those terms in the collection which are either function

words ¢r collection-specific common words.
The importance of accurate counstruction of negative dictionaries

Words which do not contribute to the effectiveness
Bergmark [6] has

has been demonstrated.
of the information retrieval process must be excluded.

shown that, in at least one case, the advantage of a thesaurus over a
word stem dictionary was due to more accurate determination of common
words, rather than to the clustering of the terms.

Negative dicticnary construction is considered in detail in the
Section 3 describes briefly the experimental procedures

following sections.
used, including the retrieval system, document collections, and evaluation
In Section 4 manual negative dictionary construction is described

methods.
and some retrieval results presented. Section 5 includes discussion of
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possible techniques to be used in automatic construction of negative dic-
tionaries. In Section 6, the techniques of Section § are incorporated into
specific algorithms for use in negative dictionary construction. Several
algorithms are tested for retrieval effectiveness and these results are
presented, Finally the work is evaluated and conclusions are drawn in

Section 7.

3. Experimental Procedures

The retrieval system, document collections, and evaluation parameters

used in the experiments to follow are described briefly.

3.1 The SMART System

The SMART system is an automatic document retrieval system "designed
for the exploration, testing, and measurement of proposed algorithms for
document retrieval™. [7] All the experiments discussed in the following
sections were performed using the SMART system as the experimental base.

As described by Williamson, {7] the SMART system takes documents
and search requests in natural language, performs a fully-automatic content
analysis of the texts, matches analyzed documents with analyzed search
requests, and retrieves those stored items believed to be most similar to
the queries. A description of the implementation of the SMART system may
be found in [7]. Reports of previous work done using the SMART system

are numerous, including (8] and [9].

3.2 The Experimental Data Base
Two document collections are chosen for use in the retrieval

experiments. The fipst iu the Medlars collection of 1033 abstracts from
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the field of medicine, along with 35 queries for which relevancy judgements

were obtained. The second is the opathalmology collection consisting of

852 documents and 35 queries. Again, a set of relevancy decisions for each

of the queries with each document was obtained. These collections are

suitably large to yield valid results, yet are of a size which allows extensive

experiments to be performed using the computer resources available,

3.3 Evaluation Parameters
Two principal measures have been chosen for use in evaluating the
retrieval effectiveness of the methods being tested. [10] These measures

are precision (P) and recall (R), which are defined as follows:

P number o§ relevant documents retrieved
number of documents retrieved

n

number of relevant documents retrieved

R number of relevant documents in the collection

n

Thus, precision is the percentage of retrieved documents which are actually
relevant, whereas recall is the percentage of relevant documents actually
retrieved. In presenting retrieval results, these recall and precision values
are averaged over all search requests and displayed in the form of a graph.
The performance of different methods is compared using these precision-recall

graphs.,

4, Manual Negative Dictionary Construction

4.1 Methods For Manual Negative Dictionary Construction
Dictionaries and keyword lists used for content analysis purposes
always include a negative dictionary. Thus, the dictionary construction

process involves partitioning ehe terms in a collection into two sets of

IR
(.
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terms; those terms which are to be included in the indexing of the

documents (the inclusion list), and those terms to be excluded from the
indexing (the exclusinn list). Generally, manual construction of a
dictionary proceeds from either of two directions. In one cas;, the

keyword list or inclusion list is selected from all the words in the col-
lection. The remaining terms thus form the exclusion list or negative
dictionary. In the other cease, the emphasis is placed on determining which
terms to exclude from the indexing process and it is the negative dictionary
which is constructed first. Thus the remaining terms in this case form

the inclusion list. Although differing in description, these two approaches
to dictionary construction are not too diverse. In each case, all distinct
words in a collection are manually examined and a decision is made with
regard to their usefulness in indexing the documents.

‘There are interesting examples of experimental work involving
dictionary construction using each of the above approaches. In work performed
by Vaswani and Cameron, [11] a dictiona.y was constructed from a sample of
1,648 abstracts. Initially, a 1ist was constructed showing each word occurring
in the sample, along with the number of times the word occurred. The method
of then constructing the dictionary proceeded as follows:

"The list was studied very carefully by three people, two
of them being fairly familiar with the subject matter, who
decided intuitively which words to retain in the system as
keywords, all others being excluded from further consider-
ation",
Thus, the negative dicticnary consisted of those terms "excluded from further
consideration'.

In document retrieval experiments done using the SMART system, the

following procedure has been used for constructing negative dictionaries: [12]
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(i) A standard common word list is prepared consisting of

function words to be excluded from the dictionary;

(ii) A concordance listing is generated for a sample of the

document collection under consideration, giving the
context and the total frequency of occurrence for each
word

(iii) The common word list is extended by adding new non-

significant words taken from the concordance listing;

many of the words added to form the negative dictionary
are either very high frequency words providing little
discrimination in the subject area under consideration,
or very low frequency words which produce few matches

between queries and documents.

The use of automatically generated aids such as concordance
listings and word frequency counts has proved helpful during manual
dictionary construction. Nevertheless, the construction process still
involves an intellectual decision with regard to each term in the collec-

tion, and many of these decisions must still be made somewhat intuitively.

¢
4.2 Manual Negative Dictiorary Construction-Performance Results

Using the manual negative dictionary construction method outlined
in the previous section, a negative dictionary was constructed for the
Medlars collection. The remaining (non-excluded) terms were then processed

three separate ways to produce the following three dictionaries:

- (i) The Ml-word form (suffix-'s') dictionary, formed by stripping

the final s from all terms;

(ii) The M2-word stem dictionary, formed by automatic removal of
suffixes as determined from a previously prepared standard
suffix list;

e
v, *

o e

-
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(iii) The M3-thesaurus, or synonym dictionary, formed by manually
grouping dictionary entries into synonym'categories, or
concept classes. '

A recall-precision graph showing the performance of these three dictionary
types is given in Fig. 1.

The performance of the M3 thesaurus is clearly better than that of
either the M1 or M2-dictionaries, and may be attributed to a combination of
accurate commoa word recognition and careful term clustering. The perfor-
mance of the M1 word form and the M2 word stem dictionaries is quite
similar; however, the M1 dictionary gives better performance results at
all recall points except in the range of .10 to .30.

Based on these results, consideration is given as to which dictionary
type to use for testing of automatic negative dictionary construction methods.
The simple word form dictionary type is selected for several reasons. First
of all, use of a thesaurus presents both construction and analysis problems;
it may be difficult to determine whether performance changes are due to
common word recognition or to term clustering. Secondly, the performance
of the word stem dictionary in the manual case gives no reason to select it
over the word form dictionary. Finally, the word form dictionary is the
simplest to construct. Therefore, the M1 word form dictionary is selected
as the "control" dictionary for use in comparing the effectiveness of

manual and automatic negative dictionary construction methods.

5. Automatic Methods of Negative Dictionary Construction
In approaching the problem of automatic negative dictionary con-
struction, a first course of action may be to adhere closely to one of the

algorithms used in manual negative dictiocnary construction, attempting to
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automate each step of the manual process. Examples of the difficulties
found when this approach is used may be seen in each of the manual methods
outlined in the previous section. In the case of the method used by
Vaswani and Cameron, the problem arises at the point at which the manual
worker "decides intuitively" which terms to include in the dictionary.
It is difficult to conceive an automatic procedure which will duplicate
the intuitive decisions made by an individual. In the case of the manual
negative dictionary construction procedure used on the SMART system, the
problem of automation arises in the step involving examination of the
concordance listing. Although a manual worker may with high consistency
locate collection-specific common words by examining a concordance listing,
this process does not yield directly to automatic methods. Based on these
considerations, it is worthwhile to develop another approach to the problem
of automating the negative dictionary construction process.

The approach that is followed is to consider factors regarding terms
in a collection which may be measured and evaluated objectiyely. Several
factors are considered and tested. These are divided into the following

three areas:

(i) frequency and distribution,
(ii) discrimination value,

(iii) distribution correlation.
In the following three sections, each of these areas is discussed in detail.

5.1 [Frequency and Distribution of Terms
Thre= basic statistics are considered for use in determining

which terms belong in the negative dictionary for a collection. These values,

.”&
[
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which may be easily computed for each term in a collection, are:

Fotal'frggpency, which is the total number of occurrences of the

term in the collection; document frequency, which is the number of

documents in the collection in which the term occurs at least once;

and average usage, which gives the average number of times the term

is used within the documents in which it actually occurs (this is
simply total frequency divided by document frequency). For dis-
cussion purposes, three separate areas are considered, in which
these statistics are utilized. Terms of low frequency are discussed
in Section 5.1.1, terms of high frequency are discussed in Section
$.1.2, and a discussion of the average usage of terms is given in

Section 5.1.3.

5.1.1 Low Frequency

A consideration of terms with a low frequency of occurrence
is important due to the fact that the majority of the terms in a
collection occur only a very few times. For example, in the Medlars
collection of 1033 medical abstracts, there are 14,534 unique terms
in the text. Table 1 lists the number and percentage of terms with
specific low total frequencies in this collection. It can be seen'from
this table that words of total frequency one account for almost half the
unigque occurrences in the collection.

Consideration is given to placing this large number of single
occurrence terms on the exclusion list, and two advantages of doing so are
noted. First of all, many of these terms are actually errors in the text,
such as misspellings, improper hyphenation, etc. Excluding these terus

causes elimination (but not correction) of these errors during the document

e
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TOTAL NUMBER PERCENTAGE TOTAL
FREQUENCY OF TERMS OF TERMS OCCURRENCES

1 7,065 48% 7,065

2 2,073 15% 4,146

3 937 6% 2,811

over 3 4,459 31% 146,526

TOTAL 1 14,534 100% 160,548

Nunber of Low Frequency Terms
(Medlars Collection)

Table 1
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-
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indexing process. Second of all, the size of the inclusion list is kept
much smaller by excluding single frequency terms. Although this is an
efficiency consideration, which may be considered as of lesser importance
than retrieval effectiveness, maintaining a dictionary of a size which may
be handled is an important factor.

Regardless of these two advantagés, it is the effect of teras of
single occurrence on retrieval effectiveness which must be considered.

Very low frequency words may be expected to produce few matches
between queries and documents. [13] It may be argued that the few matches
which do occur will be important, and that low frequency words should
therefore be retained. Excluding very low frequency terms may therefore
cause a decrease in the level of precision of the retrieval results for
some queries,

For the two document collections used in this study, all terms
occurring once in a collection were matched against the terms in the queries
for that collection. In no case was there a match. All terms having a total
frequency of one could therefore be excluded without any resulting loss in
precision of retrieval results. Because it is difficult to generalize these
results to either the case of more queries in these present collections, or
to the case of larger collections, it is clear that some comgromise must be
made regarding low frequency terms. This compromise is between retrieval

effectiveness and retrieval efficiency. When terms of very low total

frequency are excluded, the dictionary is kept small, increasing efficiency,
but the level of precision may drop, indicating a decrease in retrieval
effectiveness. The choice of a particular value of total frequency for use

in excluding low frequency terms depends on the levels of retrieval effectiveness
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and efficiency which are required.
The effect of deleting terms of total frequency one from the Medlars

collection is investigated experimentally. All 5,718 terms of frequency

one are deleted from the M1 word form dictionary to form the MA word form
(no frequency one) dictionary. The comparative performance of the M1 and

MA dictionaries is shown by means or a precision-recall graph in Fig. 2.

As discussed previously none of the deleted terms matcheé with any of the
query terms, so the performance of the M1 and MA dictionaries should be
similar. This is verified by the results shown in Fig. 2. Those slight
changes which do occur are a result of the decrease in the lengths of the

document vectors due to deletion of the low frequency terms.

5.1.2 High Frequency

Very high frequency words provide little or no discrimination in
the subject area of the document collection under consideration. It may,
therefore, be worthwhile for very high frequency words to be placed on the
exclusion list. Excluding very high frequency terms from the indexing
process may result in some decrease in the level of recall for certain
queries. [13] That is, there may be some documents relevant to a partizular
query which are not retrieved by that query due to the exclusion of one or
more high frequency terms which would have provided a match between the
query and the documents. However, if high frequency terms are not excluded
from the indexing process, then a query may match significantly with
documents which are quite dissimilar. This may result in a low level of

precision for certain queries.
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Obviously, some compromise is necessary between the desire for
high recall and the need for high prec.sior. It may be possible, however,
to delete very high frequency terms so that precision increases, without
affecting recall to a very great extent. What is desired is a function,
based on either total frequency, or document freguency, or both, which
will enable determination of those high frequency terms which belong on
the negative exclusion list.

Consider the lis: of words in Table 2. These are the terms or
highest frequency in the Medlars collection of 1033 medical abstracts.
The words are given in decreasing order of document frequency. By
examining the total frequency given for each word, it is apparent that
an ordering by total frequency would have been quite different. In
particular, words such as CELL and CASE would occur much higher on this
list if it were ordered by total frequency.

The three lines drawn through Table 2 indicate levels of document
frequency of 20, 25, and 30 percent of total collection size. All the
terms occurring with a document frequency of 30% of collection size or
greater are clearly function words and belong in the hegative‘dictonary,
for this collection. On the other hand, above a document frequency level
of 20% of collection size there are several terms which are clearly not
function words. At the document frequency level of 25% of collection
size, only the word PATIENT is not a function word, and it is clear that
the word PATIENT could easily be a collection-specific common word in a
medical collection.

Similar results to the above have been found for a collection of

852 abstracts in the field of ophthalmology, in that a document frequency

i 0;0 O
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DOCUMENT TOTAL
TERM FFEQUENCY FREQUENCY
or 1,027 9,327
THE 1,021 11,174
AND 990 4,799
IN 988 5,337
A 868 2,681
TO 856 2,673
WITH 759 1,884
IS 637 1,580
BY 600 1,203
WAS 561 1,492
THAT 537 970
FOR 511 924
WERE 495 1,214
BE 480 821
FROM w4 831
AS 442 814
THIS 439 654
ON 436 I
ARE 431 750
IT 417 688
AN 412 637
NOT 405 606
OR 393 653
THESE 3u3 461
WHICH 328 49y
AT 303 49y
PATIENT 302 799
BLEN 268 388
BUT 268 3u8
AFTER 258 435
HAVE 256 332
CASE 253 521
OTHER 234 304
THAN 233 307
RESULT 227 285
HAS 225 SUS
MAY 222 327
FOUND 210 28
CELL 208 785
EFFECT 207 346
NORMAL 203 369

Table 2

—

Medlars High Frequency Terms

Ordered by Document Frequency

1ok
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level of 25% of collection size provided a point above whicii terms could
be placed on the exclusion list with a high degree of confidence.

Thus, terms with a dccumént frequency greater than some chosen
cutoff value should be placed in the negative dictionary. By choosing
this cutoff value properly, precision may be improved without any

significant reduction in recall.

5.1.3 Average Usage

Tt is worthwhile to investigate whethev terms which belcng in the
negative dictionary may be distinguished by their average usage from terms
which do ﬁot belong in the negative dictionary. In particular, it would
seem reasonable that terms which are of importance in a collection may be
used several times within the documents in which they occur, thus having
a high average usage. On the other hand, function words might be expected
to have a more random distribution, thus having a low or medium average
usage. Average usage values were examined for over 6000 terms from a
collection of 852 documents in the area of ophthalmology.

Table 3 lists some of the terms from this collection, ordered by
average usage. An examination of this list shows that content words, such

as LASER and CYST, cannot be distinguished from common words, such as WAS

and TO by means of average usage values, Average usage is therefore

rejected for use in automatic negative dictionary construction.

5.2 Discrimination Value

A document collection may be defined as a distribution of terms
taken from a specified set of terms. Thus, each term may be considered
as a possible index term on the basis of its distribution in relation to
the distribution of all other terms in the collection. Developing this

‘ R LIRS
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GPRAY

THE

OF

RUBELLA
CHOLINESTERASE
IN

AND

COLLAGEN
FIBER
CYCLODIALYSIS
LASFR
CAPILLARY

A

TO

CYST

WAS

VEGSEL
UVEI™IS

EYE

IS

Average Usage of Certain Terms
From Ophthalmology Abstracts
Table 3

b\

" 3

Lo

AVERAGE
USAGE
12.50

9.38
6.78
4.70
4,33
4,15
3.50
3.33
3.13
3.00
2,91
2.84
2,67
2.50
2.47
2.39
2.28
2.14
2.14
2.13
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lgea, a term is considered to be a discriminator if its distribution is’

such that it serves in distinguishing or discrimin.'ing among the documents
in the collection. A term which does not serve in distinguishing among

the documents in the collection is a non-discriminator. [For example, any

term which occurs .u all the documents in a collection is a non-discriminator
in that collection, as it may not be used to distinguish among the documents
in any way.

It is uéeful then, to define some function for terms in a collection

which would indi~ate whether they are discriminators or non-discriminators.

Such a function, the discrimination value, is sugge:ited, based on the doc-
ument space similarity described by Aste-Toansmann and Bonwit. [14] Some
notation and definitions are given and the discrimination value is derived

in the following section.

5.2.1 The Discrimination Value Function
A collection of N documents is represented by a set of document

vectors gi’ 1 <1< N. Each vector Ei is of length m, where m is the

number of terms used in indexing the documents in the collection. Then dij

is the number of occurrences of the 1P term in the jth document. Therefore,
a value of d,. = 0 indicates that the ith term did not occur in document j.

ij

The nentroid, ¢, of a document collection is defined by ¢ = (cl, Cos sees cm)

where:
N
1
c. =- z dat [ ]
N j=1 1]

The centroid represents a term by term average of the documents and is
considered to be the center of the set of docuitents (i.e. of the document

space).
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A measure of the correlation of two vectors 2# and 91 is given by the

cosine function:

cos(d d ) =
=} d d
=l =]

. . 2
where (d,, d,) is the inner product and ||d ||® = (d,, 4, ). For purposes of

calculation, this is conveniently expressed as:

zdik'dn

2 v 2
LR

cos(d, , d

—1) =

where the sums are for i1 = 1 to m, the number of terms in the vectors.,

Now the compactness or document space similarity, Q, is defined as:

»ZI cos(c, gl_i) » 0 <Q<1. (1)

=1 (ii)
The value of Q is thus a function of the homogeneity of the documents in

the collection and the set of terms used in indexing the documents. Given

a standard index language, a collection of dccuments from diverse subject
areas will tend to have a low Q value, whereas a collection of documents

on very similar topics will tend to have a higher Q value. However, for
more homogeneous collections, the proper selection of index terms will

reduce the compactness of the document vectors, erabling better discrimination

and resulting in improved retrieval,

(i) This is the "NORMALIZED Q" of Aste-Tonsman and Bonwit. It is a
more convenient measure than their ¢ and has a well defined

range.
_ d.
(ii) This may be maximized for a Rocchio centreoid ¢' = %-Z =
and not for c as defined. However, this is []dill
negligible for docs of approximately the same
length.

L. e
1"‘-*‘:
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Since Q is a function of the document vectors, deleting a single
term from all of the document vectors will normally change the value of Q.
Essentially, deletion of this term represents a new index language, differ-
ing from the initial one by only one term. The compactness of the collec-
tion with term i deleted (i.e. dij =0, 0<J <N) is given by Q, and is

defined as:

1

Q. = COS(E;, gﬂ)

i i1

document vector with term 1 deleted, and 2} is the

LR 2 -

4

where gg is the jL"

centroid vector with term 1 deleted.
Then (Qi - Q) is a measure of the change in document space compact-
ness due to the deletion of term i. If Qi > Q, the document space is

more compact with term i deleted and term i is a discriminator in the

collection. If Qi < Q, the document space is less compact with term i

deleted and term 1 is a non-discriminator in the collection. Since a

particular Qi value is only meaningful in comparison to the value of Q,

a new measure is defined. The discrimination value Di of term 1 1is

defined as:

D, = —— %100

Di has the following properties:

(a) D, <0, term i is a non-discriminator

i

(b) Di >0, term 1 is a discriminator

(c) Dy < Dj’ term j is a better discriminator than

term i.

(d) D. is not an explicit function of collection size,
allowing comparison of values of D,
computed for a term 1 occurring
in several collections.

i
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The discrimination value thus provides a function by which all terms
in a collection may be ranked, from greatest non-discriminator to best
discriminator.

It is suggested that for each document collection, a discrimination

cutoff value exists such that all terms with a discrimination value below

.this cutoff value should be placed in the negative dictionary for the

collection., Only terms with a discrimination value greater than the chosen
cutoff value are used in indexing the documents. It is further suggested
that the discrimination cutoff value for any collection will be strictly
non-negative. That is, noa~discriminators should always be placed in the
negative dictionary for a collection. For a discrimination cutoff value,

Dc, a term 1 in a collection may be classified as follows:

D, <0

i > term i 1is a non-discriminator
0 < D. < D ’ s 3 (3 (3
i-"c?term 1 1is a poor discriminator
D < D. ’ 3 I3 . 3 (3
c i term 1 is a good discriminator.

The effective use of discrimination value in an algorithm for
negative dictionary construction is demonstrated in Section 6. The deter-

mination of a discrimination cutoff value and its usefulness are also shown.

$.2.2 The Set of Non-Discriminators

Discussion in the previous section concerned the computation of
discrimination value for specific terms in a collection. However, a
collection of documents includes a large number of terms, many of which bear
relation to one another. Thus, conclusions which may be drawn for
individual terms do not necessarily hold true for groups of terms. For a

given set of terms, each of which is a non-discriminator, it must be

)

J.»wa’
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considered whether the set of terms also acts in a non-discriminary way.
Stated simply for two terms in a collection, the question is as
follows. When the effect of deleting term i alone is known, and the
effect of deleting term j alone is known, what conclusions may be drawn
regarding the effect of deleting both terms i and j? For example,
consider two terms i and j such that Di < 0 and Dj < 0; is it true
that Dij < 0, where Dij is defined as the discrimination value of the set
of terms {i, j}. It can be shown that this is in fact true. That is,
if terms 1 and j are non-discriminators, then they also act together
in a non-discrimination way.

THEOREM 1 Let K and L be terms in a document collection such that
DK < 0 and DL < 0, Then DKL < 0,

PROOF The compactness of a collection with terms K and L
deleted is defined as:

N
1 K,L KL -
%L W 151 cos(e™ 457 (5.1)
1§ (cs dy) - eydys - 21
N TR Y 2 2 2
i=1 (||e|l® - Cop + D) 172 (]]g; |17 - (di; +dp;)) 2/2

The assumption may be made that the vectors are large compared to any one

term. Therefore:

2 2 2 2
c +c d + d,.
K 2.2._ < <1 and —-—T—-Ki Li ¢ 1 (5.2)
llEJl . l|§¢’|




Iv-27

Thus, expanding the denominators as a binomial sevies:

: 2 2 2
1 N (E} éi) - cK@Ki - cldLl 1 Sk + < 1 dKi + dL12
O =7 .2 1t+s——) L+ )
. g 44 - ? 2 2
i1 el 1la ] el g, 11
2 2 2
1 ‘§ (es d;) - eydy; - ¢4dp; PR U S A Ay
N LT 2 2 2 2
i=1 Hell g, 1] el Hell® Tg; 1
2
d. .
+.._L_l.._2_)) | (5.3)
Ha;
2 o by dropping the last term.
c d
Let: B, = 3 (— s + ——) (5.4)
Hell? 114,11
2 2
c d. .
1 L Li
B . = ""( + ) (505)
K 2 2 12
SR THTERRTINT
Then,
@ et e ¥ @ & N el
s = + « + .
N . . K & L
LN TS Tlell Hagll 5= el Hall ™ 521 el gl ™
N ¢, d, . N  cd.,
- L ey - ) 1Byi*8Ls))
=1 lell g, !] =1 el | |lg]]
R T - A (148
=Q+5 0 Ki~ Ki
i=1 |lefl g !l lell g, !l
. X N e - S TP
. Li", Li
i=tlell gyl ™ i=alle]l 1, '
N e¢.d,.
- L Ll Byt (5.6)
i=1]lel| |14l

el
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N ¢, d
1 K Ki
Q , = Q+(Q-Q) - %= } + (Q,-Q)
o R TRTRN TR
_1_%‘ °LlLs g
Nizlell g ll ¢
= Q + (Q-Q) + (Q-Q) - Ry ¢ (5.7)
where
. A ’§ ki o+ 1 ‘g °rlLi 8 )
N s Li . i
ol T W S el la, |1 R FERTAY el ™

Substracting Q from both sides and dividing by Q yields.

QK,L_Q _ (QK.Q) (QL"Q) RK,L

= +
Q Q Q
Therefore:

R, L

= b Soud
De,n P * 0L - g (5.8)
Since R is strictly positive and Q > 0, then DK L 0 Q.E.D.
9

K,L

Having shown that two terms which are non-discriminators also act
together as a non-discriminating set in the collection, it js a simple
extension to prove a similar result for all non-discriminators in a

collection.
COROLLARY 1

Let the set of terms

5= {81’ Sy Ggs sens St} be such that
Di <0 for all ieS and that

Di < 0 for at least one ieS. Then

Ds’ defined a: the discrimination value for the set of
terms, is negative; Ds < 0,
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PROOF

Since all the equations used in theorem 1 apply for sets of terms
as well as single terms, the corollary is easily proved by successive
application of theorem 1.

Thus, it may be concluded that deleting the set of all non-
discriminators in a collection has the effect of making the collection less
compact,

Further properties of the discrimination value function are .

examined in the next section.

5.2.,3 Analysis of the Discrimination Value Function

It is of interest to consider further the properties of the discrimina-
tion value function. In particular, it is important to determine whether
the discrimination value provides any new information regarding terms in a
collection, or if in fact the same information is obtainable from term
frequencies and distributions. Thus, the relationships betucen the frequency,
the distribution, and the discrimination value of a term are considered.

Two approaches are used in investigating this area. First,

theoretical consideration is given to the effect of various frequencies

and distributions on the discrimination value. Second, experimental

results are presented, demonstrating the relationships which do exist
between discrimination value and the frequency and distribution of terms.
Yu and Wong [15] investigated the compactness function, Qi’ upon
deletion of terms of-various frequencies and distributions. Although
specific conclusions could not be made, some general results were given,

These are as follows:

1t on
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(i) Any term occurring in nearly all of the documents is a
non-discriminator, irrespective of the number of occurrences

within each document. (This is intuitive, however it is not
trivial to show).

(ii) For a collection of N documents, a term occurring in N' of
the documents with a constant frequency, may be classified

as a non-discriminator if the following inequality is

satisfied:
2
o el .
e N
K

(iii) A term occurring with a bunched up distribution, in only a

few documents, is a non-discriminator.
This third result (iii) may be invalid due tc an assumption made

by Yu and Wong that for a collection of N documents and m distinct terms,

E§.>> 1 .

m
It is doubtful if this condition is met by any existing collectionms.

The Medlars collection was used to investigate experimentally the
relationship between term frequencies and discrimination value, The
discrimination value is computed for ©200 terms from this collection and
these terms are then ordered by discrimination value. This ordered list
is divided into 31 groups of 200 terms each. Thus the first group consists
of the 200 terms with the highest discrimination values, and the last group
contains the 200 terms with the lowest discrimination values. Averages
are then computed giving the total frequency, document frequency, and
average usage of each group of 200 terms. Figs. 3, 4, and 5 show these

averages plotted in terms of the ordering by discrimination value.

-t L. -xﬁ.
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Consider Fig. 3 for example. The left end of the graph shows that
the first (0-200) group of 200 terms (those with highest discrimination
value) had an average document frequency of 18. That is, the hest
discriminator: each occur in about 18 of the 1033 documents in the collection.
Proceeding then from left to right across the graph, the figures indicate
that as discrimination value decreases, so does document frequency, until
those terms with the very lowest discrimination value are reached. At
this point {5800), a large jump in document frequency occurs, with the
group of 200 terms of lowest discrimination value having an average
document frequency of about 100. The greatest difficulty in correlating
discrimination value with document frequency arises with the next to last
group of 200 terms of low discrimination value (5800-6000). In this case
the average document frequency of the terms is almost 15, a very similar
value to that of the best discriminators. Thus, very poor and very good
discriminators cannot be distinguished by means of document frequency.

The results for total frequency given in Fig. 4 show a similar
situativs to the one just discussed. Again there are terms at either
end of the discrimination value ordering which have similar total frequencies.

Fig. 5, which shows the r .ationship between discrimination value
and average usage, gives indication thati this relatibnship may be fairly
direct. The group of terms with highest discrimination values (0-200)
chows an average usage of over 2.6, that is, when these good discriminators
are used within a document; they are used several times. As the
discrimination value decreases, the average usage of terms also tends to

decrease, although not monotonically. The results shown in Fig. 5 indicate

1ot
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that the average usage of a term may possibly be used to determine whether
the term is a good discriminator or a non-discriminator. Since these
results are averages, taken for groups of 200 terms, it is necessary to
examine specific terms within the extreme groups (those with highest

and lowest discrimination values). Table 4 pres.nts the average usage
values for 16 good discriminators aind 16 norn-discriminators, along with
tneir document and total frequency values. These sample values are
sufficient to show that discrimination value is apparently based on more
than the frequency and distribution of a term.

Both the theoretical and experimental analysis of discrimination
value, and its relationship to term frequency and distribution lead to
the same conclusion, The discrimination value of a term does not depend
only on the frequency and distribution of that term, but it depends also

on the frequencies and distributions of all other terms in the collection.

5.3 Relative Distribution Correlation

A measure is presented for possible use in determining objectively
which terms to piace in the negative dictionary. It is hypothesized that
content words and common words may be distinguished by “he distribution of
the documents in which they occur. A common word tends to occur in a
somewhat random fashion, and the documents in which it occurs are not
expected to bear any rclation to each other in subject matter. A content
word, on the other hand, tends to occur in documents of fairly homogeneous
subject matter. For example, the words JUST and PANCREAS each oécur 10
times in the Medlars documents, However, the documents in which they occur

are distributed in the document space in a way exhibited in Fig. 6. The

HENN
.
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documuuts in which PANCREAS occurs are tightly grouped whereas the
documents in which JUST occurs are spread throughout the document space.

A relative distribution correlation is suggested which indicates

whether the documents in which a term occurs bear a strong or weak
relationship. A term centroid, C;» is defined as the centroid vector for

those documents in which term i1 occurs.

For example, Fig. 6 shows the term centrocids Ej and Sp for the terms JUST
and PANCREAS respectively. Then, assuming that term i occurs in n

documents, the relative distribution correlation for term i, Ri’ is defined

as:
R, = = Z cos(c,,d.)
i n i =i°=j
dij#O
So that,
0 <R, <1.
l-—-

I1f the documents containing a term i are similar in content, then each of
these documents correlates quite highly with the term centroid, Ci»

resulting in a value of Ri which is close to 1. Conversely, if the documents
in which term i uccurs are quite dissimilar, the value of Ri is close to

0. Consider again the example given in Fig. 6. The distribution of the

documents results in a low relative distpibution correlation for the word
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JUST but a somewhat higher correlation for the word PANCREAS.

The use of relative distribution correlation is investigated
experimentally using a set of 20 terms. These terms, along with their
relative distribution correlations are given in Table 5, ranked in
order of correlation,

Several of these terms, such as ANTIGEN (rank 4) and ANESTHESIA
(rank 11), are clearly content words. Other terms, such as WHOM (rank 6)
and THOUGH (rank 16), are apparently common words. Yet this ranking of
these terms by relative distribution correlation fails.to distinguish
between common and concent words. It is therefore concluded that the
relative distribution relation does not provide information which is

useful for purposes of negative dictionary construction.

€. Experiments and Results

An experimental procedure for testing of the negative dictionary
construction methods already discussed is outlined in Fig. 7. Each node
in Fig. 7 represents a dictionary. Each path between nodes of the tree
represents additional term deletions from the parent node dictionary.
Thus a path down any branch of the tree represents a series of successive

term deletions (and therefore additions to the negative exclusion list),

The root node, N1, represents the initial word list containing all distinct
word tok=ns in the document collection.

Table 6 shows the length of the dictionaries and the total length
of the document vectors for each of the dictionaries tested, using the
Medlars collection. Fig. 7 and Table 6 should 'be referred to while

reading the following discussion.
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RELATIVE
DISTRIBUTION
RANK TERM CORRELATION DOC. FRQ. TOT. FRQ.

1 ANESTHETIZED . 5429 4

2 SEX 14653 7 8
3 ANTIBODY J4611 10 24
4 ANTIGEN 4545 8 12
5 COLOUR +4533 8 11
6 WHOM L4485 9 10
7 FEMALE .4359 8 11
8 BIRTH .14198 9 10
9 COLOR L4146 14 28
10 WHAT 4049 9 9
11 ANESTHESIA 4736 11 18
12 EXACT .3894 7 7
13 THROUGH .3849 10 10
14 EVER .3703 11 12
15 INFANT .3791 18 33
16 THOUGH .3710 11 11
17 THROUGHOUT +3695 12 13
18 MALE « 3674 13 18
19 CHILD .3601 17 24
20 TRUE .3369 14 14

Terms Ranked According to Relative Distribution Correlation

Table 5

-
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DICTIONARY DICTIONARY TOTAL LENGTH OF
NAMI: LENGTH DOCUMENT VECTORS
N1 (WORD LIST) 13,471 84 4265
M1 (WORD FORM) 11,142 41,250
M2 (WORD STEM) 9,378 40,200
MA 5,424 37,206
Al 64226 77,200
AZ 5,961 54,200
A3 5,752 36,680
At 6,196 62,393
A5 5,941 39,142
A6 5,771 36,960

Dictionary Statistics
(Medlars Collection)

Table 6

-
».
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6.1 Manual Negative Dictionary Construction

Each of the nodes in the left subtree in Fig. 7 (nodes M1, M2,
M3, and MA) repres.nts a dictionary forhed using manual negative
dictionary construction methods. The performance results for these dictionaries
were presented and Jdiscussed in Sections 4.2 and 5.1.1. For convenience,
these results are reproduced together in Fig. 8. Automatic negative dictionary
construction methods which provide an equivalent or higher level of per-

formance than these manually constructed dictionaries are desired.

6.2 Automatic Negative Dictionary Construction

Each of the nodes in the right subtree of Fig. 7 represents a
dictionary formed using automatic methods. Two automatic operations are
performed on the N1 word list to produce the Al automatic word form dictionary.
First, all terms of frequency one are deleted from the N1 dictionary. The
deletion of -low frequency terms is discussed in Section 5.1.1. It is
important to note that of the 7,245 terms which occur only once in the
Medlars collection, none occur in any of the queries used. Thus, no word
matches between queries and documents are lost due to deletion of these very
low frequency terms. Second, the suffix 'S' is removed from all termé. Use
of the simple word form dictionary allows accurate comparison of the negative
dictionary construction methods tested, without necessitating consideration
of other effects on retrieval, as would be necessary if a word stem
dictionary or thesaurus were used. A comparison of the performance of the
Ml-manual word form dictionary and of the Al-automatic word form dictionary

i:i shown in Fig. 9. The performance of the M1 dictionary is superior to that

P
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of the Al dictionary, indicating the effect which manual deletion of
common words can have on retrieval performance. However, automatic
methods may be used to improve and refine the negative dictionary,
increasing the performance of the Al dictionary to a level above the
performance of the M1 dictionury.

As can be seen in Fig. 7, there are four leaf nodes in the subtree
with root Al, indicating four procedures used in refining the negative

dictionary. These four possible algorithms for negative dictionary con-

struction are considered in the next four sections.

6.2.1 Algorithm Pl

Proposed algorithm Pl for negative dictionary construction is
outlined in Fig. 10. This algorithm involves use of a standard common
word list and the discrimination values of terms. Algorithm P1 closely
parallels the manual negative dictionary construction procedur« described
in Section 4.1. In each case the attempt is to first locate the function
words, and then to determine the collection-specific common words. [Por
this purpose, in both the manual and the Pl algorithms, a standard common
word list is used to determine the function words. However, in determining
collection-specific common words, the manual procedure involves manual
examination of word context in a concordance, whereas the Pl algorithm
involves use of discrimination value.

Algorithm Pl is not fully automatic due to the necessity of manually
constructing the standard common word list. However, this list may be
constructed only once and retained as a data set for repeated use with each

new collection processed. The use of a standard common word list may therefore

-

L I
o



DOCUMENT
ABSTRACTS
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FIND ALL UNIQUE
TERMS IN THE
ABSTRACTS
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DELETE TERMS
or
FREQUENCY ONE

o

SUFFIX - 'S
REMOVAL
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DELETE
STANDARD
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DELETE
NON-DISCRIMINATORS

Algorithm P1
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Numerical Values apply
to the application of
the algorithm to the
Medlars collection.

15,471 index terms

6,226 index terms

(265 terms)

5,961 index terms

(209 terms)

5,752 index terms

For Negative Dictionary Construction

Fig. 10
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L considered as a semi-automatic method. For the Medlars collection,
there are 256 words in the Al dictionary which occur on the standard
common word list. These words are therefore deleted from the Al
dictionary, producing the A2 dictionary.

Using the document vectors derived from the A2 dictionary, the
discrimination values for the 5,961 terms in the A2 dictionary ave
computed. There are 209 terms which are non-discriminators and these are
deleted from the A2 dictionary to produce the A3 dictionary. Fig. 11
shows the performance curves of the AiZ, A2, and A3 dictionaries. The
improved performance of the dictionaries produced at successive steps
of this algorithm is apparent. The importance of recogrizing and
deleting function words is emphasized by the improvement betwsen the Al
and A2 dictionaries. However, the additional improvément of the A3
dictionary shows the importance of determining collection-specific common
words as well, and indicates the usefulness of discrimination value in
doing so.

The effectiveness of this semi-automatic algorithm for negative
dicti-nary construction is judged by comparison with manual methods.
Fig. 12 shows the performance of the A3 dictionary in comparison to that
of the M1 manual word form dictionary. The M1 dictionary performed
slightly better than the A3 dictionary at the high recall values of
.95 and 1.00., At all other recall points, the A3 dictionary performed
distinctly better than the M1 dictionary. The conclusion may be drawn
that semi-automatic ulgorithm Pl may Le used to produce dictionaries
which perform as effectively as manually constructed dictionaries in

information retrieval.

A
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6.2,2 Algorithm P2

Algorithm P2, which is shown in Fig. 13, involves a single
automatic refinement of the Al dictionary, Testing of this algorithm
on the Medlars collection shows that it is not a useful algorithm
for automatic negative dictionary construction. The reason for this is
ot interest, particularly as it provides insight into the discriminatio-
value function,

Computation of the discrimination values for each of the 6,226
terms in the A1 dictionary shows that only 7 terms are non-diseriminators.
These 7 non-discriminators each occur in over 73% of the documents, and
their total combined frequency of 37,875 accounts for over 25% of the total
occurrence of all terms in the collection. Thus, these are very high
frequency terms ai. they have a dominating effect on the calculations
necessary to compute discrimination values, In a sense, the collection
is stable with respect to these severn terms, Deletion of any other
single term has only a very minor effect on the compactness of the
collection due to the dominance of these seven high frequency terms. Since
the Al dictionar; contains no terms of very low frequency (i.e. frequency
one), the average rfrequency of all the terms ié much highgr than in the
Nl word list. This probably is what causes the poor results produced by
the P2 algorithm. It may be advisable then, to uelete very high frequency
terms to offset the effect of deleting very low frequency terms.

The resvlts here show that when the average frequency of the terms
in a collection is greatly shifted, the discrimination values computed for

tue remaining terms may not give a true indication of which terms are
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Numerical values are from
ABSTRACTS the application of this

algorithm on the Medlars
collect.ion.
DETERMINE ALL

UNIQUE TERMS
IN THE ABSTRACTS

13,471 index terms

-

DELETE TERMS OF
FREQUENCY ONE

1

SUF” - 'S
1 VAL

6,226 index terms

(D

DELETE
NON-DISCRIMINATORS (7 terms)
é 6,219 terms

Algorithm P2
For Negative Dictionary Construction
Fig. 13
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non-discriminators in the original collection. The algorithm discussed

in the next section provides a solution to this difficulty.

6.2.3 Algorithm P3

Algorithm P3 for negative dictionary construction is shown in
Fig. i4. The Al dictionary is’refined first ' deletion of all terms
occurring in 25% or more of the documents, as discussed in Section 5.1.2.
There are 30 such high frequency terms (see Table 2, Section 5.1.2) and
these are deleted from the Al dictionary to produce the Ay dictionary.

Discrimination values are computed for the 6,196 terms in the A4 dictionary.

Some of the terms which are non-discriminators, along with some of the best
discriminators in the collection are listed in Table 7. Altogether there
are 255 non-discriminators in the A4 dictionary, and these are deleted,
forming the A5 dicticnary. It should be clear upon examination of e:.ich

step in Fig. 14 that the A5 dictionary is a fully automatically constructed

dictiorary. Essentially three values are specified in executing this
algorithm. These are: the low frequency cutoff value, the high frequency
cutoff value, and the discrimination cutoff value. The choice of these
values has already been discussed; however, in the case of discrimination
cutoff value, several values are considered and tested in the next sectiomn.
Examination of the A5 dictionary shows that there are 170 words in
it which are also on the standard common word list. It is intuitive that
deletion of these function words from the A5 dictionary may increase its
level of performance in retricval. To test this, the A6 dictionary is

constructed, by deleting all terms from the A5 dictionary which occur on the

standard common word list.

- B ¥
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Numerical values are from
the application of this
algorithm on the Medlars
collection.

13,471 index terms

6,226 index terms

(30 terms)

6,196 index terms

(255 terms)

5,941 index terms

(170 terms)

5,771 index terms

For Negative Dictionary Construction

Fig. 14
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The performance curves for the A1, A4, A5, and A6 dictiviaries

are given in Fig. 15. Possibly the most surprising result is the

performance of the Au4 dictionary compared to the Al dictionary, as these

dictionaries differed by only 30 high frequency terms. The A4 dicuionary
represents the performance which is obtained by simple deletion of very high
and very low frequency terms. The deletion of non-discriminators to form
the A5 dictionary results in another significant increase in performance
level. However, no significant gain results from further refinement of

the A5 to produce the A6 dictionary. Thus, it may be concluded that the

final semi-automatic step of deleting standard common words is not warranted.

The suggested P3 algorithm is therefore concluded with the formation of the

AS dictionary.

1 The result of this algorithm P3 (the A5 dictionary) is compared to
the results of the algorithm P1 (the A3 dictiocnary) and the manual algorithm
(the M1 dictionary) in Fig. 16. The performance of the A5 dicticnary is
distinctly better than that of the M1 dictionary, and slightly improved from
the performance of the A3 dictionary. The fully automatic algorithm for
negative dictionary construction, P3, is therefore superior to either the

manual algorithms now in use, or the semi-automatic algorithm, P1.

6.2,4 Algorithm P4

In Section 5.2.1 the idea of a discrimination cutoff value, Dc was
suggested, and the idea of the classification of terms into three.areas; .
non-discriminators, poor discriminators, and good discriminators, was discussed.

In the previous algorithms, only non-discriminators were deleted, that is, a
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discrimination cutoff value of zero was chosen. Using tﬁe P4 algorithm
shown in Fig. 17 the effect of deleting poor discriminators in addition
to non-discriminators is tested. This algorithm is identical to the P3
algorithm discussed in the last section in its construction of the A5
dictionary. In the P4 algorithm, however, groups of terms are deleted
from the A5 dictionary in increasing order of discrimination value, that is,
the discrimination cutoff value is graduall- increased.
Table 8 shows the performance values(iii) for the dictionaries
resulting from deletion of an increasing number of terms, These diction-
aries are listed in decreasing order of the number of terms remaining in
the dictibnary (i.e. the number of terms to be used in indexing the doc-
uments and Queries). Thus, the A5 (5940) is the original A5 dictionary
with all 5940 terms retained, while the A5 (250) is the AS dictionary with
only the 250 best discriminators remaining. The results shown in Table 8‘
are displayed graphically in Fig. 18. The results for the A1 dictionary
are included in both Table 8 and I'ig. 18 for purposes of comparison.
Analysis of Fig. i8 shows that in fact the classification of terms
as good discriminators, poor discriminators, and non-discriminators is

reasonable. The points at the right end of F'ig. 18 show the large

improvement in performance which occurs upon the deletion of non-discrim-

inators. However, moving across the graphs from right to left, very

(1i1i) These measures are described in [16].
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Algorithm P4
For Negative Dictionary Construction
Fig. 17

Deletion of poor
discriminators,
for increasing
discrimination
cutoff wvalues.
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DICTIONARY NORM NORM NORM NORM
(TERMS RECALL PRECISION RECALL PRECISION

RETAINED) |

A1 (6225) .7265 .5021 .0606 L4991
AS (5340) .7841 .7260 1450 6544
A5 (5709) .7819 <1253 <1448 .6591
A5 (5459) .7819 .7250 <1440 .6580
AS (5209) .7819 .7250 <1441 .6581
A5 (4960) ©.7819 7245 .1439 6575
A5 (4712) .7819 <7245 .1439 5176
A5 (4212) .7800 .7228 .1u37 .6562
A5 (3715) .7786 7213 <1439 6552
A5 (2717) L7741 7212 1430 6544
A5 (2000) 7654 L7149 .1337 .6500
A5 (1506) .7625 .7135 1343 6490
A5 (1000) .7525 .7066 .1192 L6425
A5 (500) .7337 6466 .0982 .5883
A5 (250) .6586 4353 . 0640 4610

Retrieval Performance Upon
Successive Reduction of Index Terms by
Tnereasing Discrimination Cutoff Value

(Medlars Collection)

Table 8
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little change is noticed in any of the measures between the points for

5940 and 1000 index terms. Thus, almost 5000 terms are present in the

~collection which have little effect on retrieval results. These are the

poor discriminaters. From the point at which 1000 terms remain in the

dictionary, further deletion of terms results in a decrease in each of the
retriev.l measures. Thus, these last 1000 terms, having the highest

discrimination values, are good discriminators.

These results are clarified further by the displa, in Fig. 19 of
performance curves for several of the dictionaries. The results shown

in Fig. 19 may be summarized as follows:

(i) Deletion of non-discriminators results in a significant
increase in performance level (the change from Al to AS
(5940)).

(ii) Deletion of poor discriminators has the effect of decreasing
performance level very slightly (the change from A5 (5940)
to A5 (1000)).

(iii) Deletion of good discriminators casues a sharp decrease
in performance level (the changes from AS (1000) to A5 (500)
to A5 (250)).

Whether or not poor discriminator.. are deleted from the dictionary depends
on tn« constraints of the particular retrieval environment under considera-
tion. £ cecall is to be maximized, then the poor discrinminators must not
be deleted. However, if a small decrease in recall may be tolerated,

then poor discriminators may be deleted, resulting in a significant decrease

in dictionary size,
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6.2.5 Conclusions and Verification

On the basis of the results presented, it is concluded that fully
automatic methods may be used for constructing negative dictionaries
which provide for a higher level of retrieval performance than do standard
manual methods. In particular, the P4 algorithm is an efficient and
effective algorithm for use in negative dictionary construction. 1In
addition, it has been found that a dictionary of index terms may be greatly
reduced in size by deletion of poor discriminators without affecting
retrieval pertormance significantly.

Since these conclusions are based on tests performed on a single
collecticn, it is worthwhile to verify the results using another document
ccllection. The Ophthalmology collection is used, with results being
compared for three manually constructed dictionaries and one automatically
constructed dictionary. The manually constructed dictioraries are a word
form dictionary, a word stem dictionary, and a thesaurus. The automatically
constructed dictionary is the A5 dictionary, constructed according to
algorithm P4. There are 3762 terms (discriminators) in this AS dictionary.
Since there is adequate space available in the present utility for
handling this dictionary, no deletion of poor discriminators is necessary.

The performance of the manual word form, manual word stem, manual
thesaurus, and automatic A5 dictionaries is shown in Fig. 20. The A5
dictionary performs bLetter at all recall values than each of the manually
constructed dictionaries. Thus, the conclusion that automatic negative

dictionary construction methods are effective, is substantiated.

- i— &
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7. Summary and Conclusiois

Negative dictionary construction algorithms are described in this
stuqy that use manual, semi-automatic, and fully automatic methods to
determine common words. The intention ié to show that dictionaries
constructed by fully automatic methods perform equivalent to or better
than dictiocnaries formed manually. Experimental evidence from two
document collections indicates that automatic negative dictionary con-
struction methods are more effective than standard manual negative
aictionary construction methods, and are therefore to be preferred.

In addition to the general results regarding negative dictionary
construction, important results are found regarding the discrimination
value function. The usefulness of discrimination value is verified both
theoretically and experimentally, and its properties are more fully
explored. The relationships of words in a collection are examined, in
terms of frequency, distribution, and discrimination value. Finally,
experimental results are given which show that dictionary size may be

greatly reduced retaining only good discriminators, while maintaining

retrieval performance.
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Dynamically versus Statically Obtained
Information Values

A. van der Meulen

Abstract

An evaluation is madc of the effectiveness of dynamically
updated parameters, known as "information values", and a comparison
is made with a statistical approach in which parameter values are
computed once rather than being continually changed.

Information values are quantities which may be assigned to
dictionary items in order to reflect the descriptive power of the
various keywords. The main objective of the usage of information
values is the improvement of cystem performaace by taking into
account the usefulness of the index terms in content analysis.
Simultaneously a means of control over the index vocabulary is
cbtained, since an information value displays the quality of
its associated keyword.

The procedure of assigning information values is based on
the philosophy that keywords which help to retrieve relevant
documents are more valuable than those which participate in
retrieving nonrelevant documents. In particular the utilization
of user relevancy decisions is examined in two different ways.,
First, the collected data reflecting the retrieval history of a

system is used to compute information values in a rather statistical
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way. Second, each retrieval result is used on its own to change and

update the current information values.

1. Introduction

The investigations described in t'.is report may be regarded as
an extension of earlier work done with information values [1]. It is
suggested there that a realistic dynamic updating be carried out rather
than the simplified simulation used earlier which will be referred as
the "static" updating approach. The process of using the retrieval
results of each previous search to improve the results of the next will
be called dynamic updating.

A known exampl.: of dynamic system updating is the "dynamic
document modification procedure". [2] Imperfect document indexes can be
improved by utilizirng the retrieval results as evaluated by the user
(feedback). After each search the indexes of the retrieved documents
are slightly changed in such a way that a new user who wants similar
informatior will find his relevant documents ranked higher and his
retrieved nonrelevant documents ranked lower. One might wonder whether
this process of continuous index modificétions is stable in that finally,
after intensive system use, the system performance reaches an optimum;
this question has not been investigated yet for dynamic document space
modification.

Another type of dynamic updating is proposed for the so-called
information values, quantities which give a numeric value for the quality
(discrimination power) of the identifiers (keywords) used in the indexing

process. In previous experiments [1] with these values a statistical

P
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approach is used for practical reasons. It differs from the dvnamic
strategy in that the retriazval results are stored for a whole set

of queries from which in turn the information values are computed.
In the dynamic approach, however, the retrieval results for each
individual query are affected by the results obtained for the
previous one, since the updating occurs continuously (after each

search).

2. Information Values and their Derivation

A. The Concept

In regular relevance feedback, the user judges the retrieved
documents as either relevant or not relevant to his query. This
information is then fed back into the system and used to redefine
the query for subsequent search iterations. These relevance
judgments may also be used automatically to construct a weighted
dictionary, as is explained in the next section.

Specifically, with each identifier one can associate a

numerical value, herein referred to as th= inforration value.

This information value is initially set equal to one, and is changed
only when the corresponding concept occurs both in the query and in
a retrieved document. The information value is then increased if
that retrieved document is declared relevant, or else it is
decreased. In the indexing process, these information values may

be used in addition to the existing ilentifier frequency weights;

that is, each vector-weight is formed as the product of both.



This will result in document and query vectors in which the prominent
descriptors are emphasiczed, while the lesser ones are suppressed.

The whole procedure is simple to implement. An attempt is thus
made to determine whether the process leads to an improvement in system

performance — that is, a 1lifting of the recall-precision curve.

B. The Updating Method

Initially, the information value of each concept is set equal
to one. From that point the value is increased (or decreased) each
time the corresponding concept co~occurs both in a query and the
relevant (or nonrelevant) documents retrieved in response to that querv.

The specific increment-decrement function chosen is the one
proposed by Sage [3], herein referred to as the "sine-function" because

of its resemblance to the regular sine. If i is an identifier which

co-occurs both in a query and in its associated retrieved document, define:

vi = the information value of identifier 1
(initially set equal to one)
vi*= the information value of identifier 1

after updating

x; = arc sin (vi - 1), the transposed information value.
Then, v, = 1 + sin (xi)
and similarly vi* is calculated by
%= 4 i . . )
v, + sin (x; + 8x;) (1)

where A&x is a function of the old information value, calculated as

/2 - lxi'
by = =% (2)

where C is an arbitrary constant, set eqaul to 8 in these experiments.
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Ax; is added in equation (1) if the retrieved document
containing term 1 is judged relevant by the user; or it is
subtracted in the information value calculation if the corresponding

document is judged nonrelevant.

C. Dynamic versus Static Updating

The information values are increased as long as their
identifiers occur in relevant retrieved documents, but are decreased
in response to nonrelevant retrieval. Each new query is transformed
by the weighted dictionary in the following way:

Q = (viwl, VMos sees vnwn) (3)

where we is the regular frequency weight of identifier 1 and vy
the corresponding information value. Notice also that new incoming
documents will be indexed in a similar way, using the weighted dictionary.

An intuitive explanation for the existen -~ of an equilibrium
value follows. Consider again identifier 1 and the corresponding
information value Ve The similarity measure beiween the query
and the document vector is computed as the cosine of the angle between
them. As a result of each relevant retrieval v, is updated.
Consequently the term yields a greater influence on the direct ion
of the corresponding vector in the index-space. Since identifier i
is emphasized, more documents containihg that identifier ave
retrieved when a larger correlation coefficient is abtained.

As long as this promoted ideﬁtifier is successful in retrieving
relevant documents, the corresponding information value will be
increased. If, however, nonrelevant documents are retrieved because

of an excessively high value for a given concept, then the self-

correcting feedback mechanism comes into play and the information value

:.L. ERY
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will be set back agaia.

The assumption is that in this way each identifier eventually
achieves an equilibrium value which is characteristic of its descriptive
power.

The mechanism described above defines a dynamic dictionary update
prpcedure, wherein the dictionary is modified after each query search.
In this situation each query is indexed only after the dictionary has
been altered in response to all previously searched queries.

The first experiment with information values uses labor saving
batching techniques. The document collection is searched by a batch of
queries indexed with the unmodified dictionary. Sufficient information
is stored to allow updating the information values on the basis of the
two highest ranked retrieved documents associated with each query.

This procedure, however, may exaggerate the information values
ob:ained, since the self-correcting capacity of the feedback process
described earlier is never invoked. Specifically, a good or bad term
will be continually changed based on its retrieval effectiveness using
its initial information value, rather than its retrieval effectiveness
using its perhaps modified information value. Nevertheless, since a
relatively small number of updates normally occurs, it seems plausible
that these vaiues may still give a good indication of the information
value of the associated identifiers.

It is interesting to draw a comparison between dynamic and
static updating; the more realistic dynamic approach is simulated within
the SMART system. Details of the dynamic experiments are de:cribed in

the next section.




3. The Experiments

Information values are changed according to an algorithm which
takes into acccunt the co-occurrence of concepts in .he retrieved
documznts and the associated query. Informatica values are increased
if the retrieved documents are relevant and decreased otherwise.
The dynamic updating is done immediately after each quefyt?f the
query update collection has been searched. Updated information
values are used in indexing the next query, and the retrieval results
again modify the information values.

For the purpose of comparing the static and the dynamic

approach, two dynamic experiments are carried out as follows:

a) Information values are dynamically obtained using 200
queries belonging to the Cranfield 1400th document
collection. The information values obtained are then
used to reindex a test collection of 25 gueries. This
query test collection is run as a batch, and retrieval

results obtained will therefore be called semi-dynamic.

b) The fully dynamic approach is used in which the 25
queries of the test collection are also run dynamically

in the same way as the queries of the update collection.

4. The Results

Before discussing the comparative results of the dynamic
versus the static approach, the latter will be examined first.
Results obtained earlier with the static approach were not
satisfactory [1] and after similar experiments have been done with

so-called utility values [4], using the same updating function,
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the reasons for the failure become clearer. They are the following:

'if

b)

c)

d)

“he cbviously wrong choice of a factor in the updating
algorithm which produces increment and decrement steps

that are too large.

The use of nonoptimally chose:. initial (starting)
information values. Instead of initializing all informa-
tion values equal to one (reducing equation (3) to only
frequency weights) one could have taken advantage of the
available discrimination values for this collection. By
using the discrimination values as starting values for

the dynamic information values, a better system performance
can immediately be obtained. In this case it will be

necer .ary to scale the discrimination values in such a way

that the average equals 1 (see c),

No provision is made for balancing. Balancing means keeping
the average informaticn value equal to 1 in order not to
promote or suppress terms not yet updated. In the experiments
done with utility values this is shown to be & critical factor.

The query test collection was not chosen randomly and after
the earlier experiments [1] were done, it was found that
the test collection was related to one specific subset of
the document collection. This means that keywords specific
for that part’cular field are not likely to be updated by

the updatiug giery collection which concerns other topics.

Since the same defects have to be valid for the dynamic strategy,

one may not expect an absolute improvement of the system performance,

but rather a relative improvement over the statisticaliy obtained informa-

tion values is »nticipated.
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The results of the present experiment A (Fig. 1) indicate
that running the test collection inla batch using informationr
values dynamically obtained from the updating collection gives
better results than when the static values are used. The
improvement is slight though, because the test collection has
unfortunately not been chosen randomly. Since the query test collection
is directed to a specific field and thus utilizes keywords describing
this field, the associated information values are not likely to have
been updated by the update collection in which they did not occur.
Much more interesting therefore is experiment B, where the
query test collection itself is used in a dynamic way (Fig. 2).
Here the concepts of each subsequent query are updated by the previous
one.
If the dynamic approach really works as it should, that is,
if the good properties of the feedback mechanism mentioned earlier are
utilized, this experiment should show clearly the dynamic effects.
Fig. 2 shows indeed that system performance is improved considerably

compared with both the static and the semi-dynamic case.

5. Conclusioun

For a given collection and a given updating algorithm the
static and dynamic updating strategy have been compared. The static
information values were‘obtained in an earlier project and did not
perform very well, partly because of defects in the updating algorithm

discovered later. In order to draw a fair comparison between statically
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and dynamically obtained information values all conditions are kept the
same.

The results show that in the two dynamic experiments carried out,
dynamic updating is superior to static updating. The fiuost experiment
is a mixture of dynamic and static updating in that the testcollect is
processed as a batch; the second experiment is fully dynamic and the
results of this experiment show in particular a considerable improvement

over the static strategy.
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Automatic Thesaurus Construction Through The
Use of Pre-Defined Relevance Judgments

Kenneth Welles

Abstract

A method for totally automatic construction of thesauri
is proposed which relies upon accumulation of match-mis-match
influences to converge. .Results so far, while not conclusive,

are promising.

1. Introduction

It is now an acceptéd fact that the use of term class-
ification thesauri improve the operation of information storage
and retrieval systems. There are many different approaches to
the construc.ion of such a thesaurus, ranging from completely
by hand to totally automatic. This paper deals with a proposed
system of creating a thesaurus totally automatically.

Automatic term classification algorithms have mainly
centered on two areas, term co-occurrence as an indication of
synonymy, and predetermined relevance judgments as a source of
information about synonym&. My work deals with the latter
aspect. The kasis for such a system is a set of documents, a
set of requests, and a .et of judgments as to‘which documents

should and should not be retrieved by each request. From this
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information, the machine can construct a set of classifications of terms
(synonym classes) which improve the retrieval effectiveness of the
given queries substantially. The rationale behind such a construction
is this: 1if the set of requests was comprehensive, then any similar
requests presented in the futﬁre will also benefit from the resulting
thesaurus.

The starting point in this area is a paper by Jackson of the
construction of precisely such a system. [1] A program was written to
the specifications of Jackson's paper. Early in the project it was
discovered that a minimal collection (about 80% of the ADI collection
of documents and queries) requires more than 30 minutes to run on the
360-65 without attaining the first of several iterations. This is
obviously an impractical program to implement.

Examination of the program shows that a substantial portion of
the run time is spent on constructing, maintaining, and observing what
Jackson calls "degeneracy conditions", which assure convergence. A
different approach is proposed in this paper. In order to decide which
terms are to be considered synonymous, each pair of terms is examined.
If these two terms are concidered synonymous, then any query-documenf
pair where one term is in the query and the other term is in the
document, will have this term pair counted as a match. This increases
the number of matching terms in this query-document pair, and so
increases the calculated matching coefficient for this query-document
pair. If the que’ y-document pair is defined as relevant, then this
increase in matc.ing is good. If the query-document pair is defined as

not relevant, then this increase is bad (for the purposes of constructing
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1 thesaurus which causes the.calculated matches to agree with the
defined relevancies). If the amount of good outweights the bad,
the pair is considered synonymous, and when all such synohym pairs
have been considered, the query-document et is re-examined for
the next iteration. Hopefully, after several iterations, the set
of synonym ﬁairs will stabilize in a way that gives the calculated
relevance of the query-document set closest resemblance to the

defined relevance set.

2. Terminology ..d Definitions

Before continuing with the technical aspects of the proposed
program, some definitions are necessary. There are four possible
term classes, and for any given query, document and term, the term
falls into one of these classes (see figure 1). If the term is not
nresent in either the query or the document, it is class A. If the
term is in the query, but not in the document, it is in class B. If
the term is in the document but not in the query, it is in class C.
Finally, if the term is in both query and document, then the term is
in class D.

All corrélations betwee. queries and documents are caiculated
during each program iteration (since the correlations change from cne
iteration to the next). ior each query, the correlation values of the
defined relevant and defined not relevant documents are considered.
The lowest correlation value of a defined relevanfidocument and the
highest correlation value of a defined not relevant document are

determined. A valiue midway between these values is taken as the
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match value (see figure 2). If any query-document pair exhibits a
correlation higher than this match value, then this pair is said to
be calculated relevant. If the correlation is less than or equal to
this match value, the pair is said to be calculated not relevant.
Lach 1query-document pair falls into one of four classes (see

figure 3). If the pair is calculated not relevant and defined not
relevant (by the initial relevance data), then it is in class R. If
the pair is calculated relevant, but defined not relevant, it is in
class S. If the pair is calculated not relevant, but define? relevant,
it is in class T. If the pair is defined and calculated relevant, it
is in class U.

If all the query-document pairs are either class R or class U,
then the calculated matches all correspond to the defined matches and
no further modifications .are needed. However, if there exist query-
document pairs in classes S or T, the term space must be modified to
cause calculations to agree with definitions.

The cosine correlation is used to calculate the match between a
query and document. If the possibility of synonyms is ignored, this
value becomes:

~D_
B+C+D

whepe B, C and D are the number c¢f terms in classes B, C and D
respectively. However, if any term in class B is a synonym of any term in
class C, then this pair of terms is considered a match, and is counted as
a class D term instead of a class B term. All term pairs with one class B

term and one class C term are considered "potential synonym pairs" for this
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NOT IN THE DOCUMENT IN THL DOCUMLNT
NOT IN THE QUERY A c
IN THE QUERY B D

Term Class Definitions

Fig. 1
J A Q ¥ B H K D
DOCUMENTS DEFINED
i NI
1 : A
DOCUMENTS DEFINED l N { I I J
NOT RELEVANT ! E C 16 L 10

« CALCULATED QUERY-DOCUMENT CORRELATION ———-

LOWEST DEFINED RELEVANT
HIGHEST DEFINED NOT RELEVANT
MATCH VALUE = (J+L)/2

J
L
Q

Definition of Match 7alue

Fig. 2
CALCULATED CALCULATED
NOT RELEVANT RELEVANT
DEFINED NOT RELEVANT - R . S
. DEFINED RELEVANT T U

Query-Document Class Definitions

Fig. 3
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particular query-decument pair. It is seen here that if many of these
"potential synonym pairs" are; indeed, considered synonymous, then

the correlation between query and document can be raised considerab;y.
It should also be noted that any synonym pair may cause an increase

in many different que --document correlations, some desirable, and
some undesirable.

As an example, take the query and two documents in table 1(a).
In table 1(b) we see that both possible query-document pairs have only
one exact term match, and each also has four potential synonym pairs.
In table 1(c) we see the effect on the cosine correlation of these
query-document pairs if different potential synonym pairs are consid-
ered synonymous. If no synonyms are considered, both query-document
pairs have the same correlation. However, if RED and GREEN or BALL and
BAT are considered synonymous, then the correlation of query-document
pair A is raised but that of query-document pair B is not. If BALL
and GREEN are considered synonymous, the correlation of both query-
document pairs are raised. Also, if BLUE-CHILD is synonymous, then
the correlation of query-document pair B is raised, and that of query-
document pair A is not.

We can now see that proper choice of synonyms allows a great
deal of manipulation of matching coefficients. 1If, 7or instance, we
had defined query-document pair A as relevant, and query-document pair
B as not relevant, then RED-GREEN, or BAT-BALL would be good potential
synonym pairs to consider synonymous, while BALL~GFfEN or BALL-CHILD

would not.



a)
TERMS CONTAINED

QUERY RED BALL CHILD
DOCUMENT A GREEN BAT CHILD
DOCUMENT B RED GREEN BLUE

b)

QUERY-DOCUMENT A QUERY-DOCUMENT B
TERM MATCHES CHILD RED
POTENTIAL RED-BAT CHILD-BLUE
SYNONYM RED~-GREEN CHILD-GREEN
PAIRS BALL-BAT BALL-BLUE
BALL-GREEN BALL-~GREEN
c)
COSINE~-CORRELATION OF QUERY WITH
SYNONYMS
’ . DOCUMENT A DOCUMENT B

none o2 2
RED-GREEN 5 e
BALL"‘ GREEN . 5 . 5
BLUE-CHILD .2 )

Query-Document Calculated Correlations
Under Synonym Rules

Table 1

Soan

Vi-7
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3. Pseudo-Classification Procedure

A term matrix is set up which has a numerical value for =ach
term pair. If this value exceeds a user-defined "threshold of
synonymy", then the corresponding pair of terms is considered synon-
ymous (for use in calculating the matching function). The term
matrix is initially set to all zeroces (no syaonyms).

At the start of each iteration, all query-document cosine
correlations are calculated and stored. The correlations are calculated
not only with direct term matches, but also counting any pair of terms
which is a "potential svnonym pair" for this query and document, and
which is defined synonymous by the term matrix. Since the entries in
the term matrix vary from one iteration to the next, the calculated
correlations will also vary.

After all tie correlations have been stored, each query-
document pair is again considered in twrn, and the previously stored
correlation value and the query-document class (R, S, T ur U) to
which this pair corresponds is used to calculate a number. This
number, which may be positive or negative, is the "term modifier"
and is added to each entry in the term matrix which corresponds to
a '"potential synonym pair" for this particular query-document pair,

After this calculation, the number of query-document pairs
in classes S and T is counted and output as an indication of the
degree of convergence to the desired state. The modified term matrix
is then utilized in the next iteration for calculation of the matching
function. Iteration continues until the program converges (all
query-document pairs are in class R or U) cr operator intervention

occurs,
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The heart of the program is the action of the term modifier.
Any one term pair may be a "potential synonym pair" for many
different query-document pairs. Thus, after each iteration, the
corresponding term matrix entry will be changed by an amount equal
to the sum of the term modifiers for all query-document pairs which
include this term pair as a "potential synonym pair."

If this set of query-document pairs consists entirely of class
T pairs, then one would wish to raise the correlation of the pairs so
that they might become class U pairs.« If the moaifier is a positive
number for a class T query-document pair, then the net effect of many
class T pairs will be to raise the term matrix entry above the
tireshold of ;ynonymy. This, in turn, would increase the correlation
of the query-document pairs, which is the desired result.

Conversely, if we are presented with class S query-document
pairs, we wish to lower the correlation by causing synonym pairs
which contribute to the correlation to become "potential synonym
pairs" below the "threshold of synonymy," i.e., to cause them to
no longer be synonymous. If the term modifier is negative for class
S query-document pairs, it will have the desired effect.

Query-document pairs of the S or T classes are called
mismatched pairs because the calculated results do not agree with
the defined :elevancies. The degree of mismatch is the amount that
the calculated correlation differs from the match value. If the
degree of mismatch is large, then many "potential synonym pairs" which
are (or are not) synonyms must be modified until they are not (or are)

synonyms. If a term modifier is made large in magnitude, then it

feed
N
G
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will have a greater effect on the term matrix than other smaller term
modifiers. This causes (on the average) a greater amount of change
in the number of "potential synonym pairs" which actually change
status to or from synonymy. It is therefore desirable that the term
modifier should vary in magnitude with the degree of mismatch in
classes S and T.

At first it would seem that, because query-document pairs in
classes R and U need not be changed, the corresponding term modifiers
should be zere. This was tried and found to cause osecillation and
prevent convergence. The reason is that the correctly matched pairs
do nothing to maintain their status quo. When the mismatched query-
document pairs modify the term space to correct their own mismatch,
they disturb tne balance of synonymy in correctly matched pairs.

To prevent ihe res:ltant oscillation of query-document pairs between
classes R and S, and classes T and U, it is necessary to give term
modifiers of classes R and U small negative and positive values
respectively. The term modifier of class R should be proportional
to minus the number of pairs in class T and U. The term modifier
of class U should be proportional to the number of pairs in classes
R and S. This assures stability of solution in the fully or nearly
fully convergent case (aimost all pairs in class R or U).

To assure continuity of the term modifier in class S, the
term modifier is equal to the term modifi:» of class R (a constant)
minus the absolute value of the mismatch of the class S query-
document pair. Similarly, the class T term modifier is equal to the
value of the class U term modifier plus the absolute value of the

mismatch.

LS
r.\
L
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L. Programming System |

A sample program as implemented in FORTRAN IV is shown
in the appendix, as an example of this algorithm. All arithmetic
is performed with integer and binary variables and arrays., Binary
variables are treated as integers with value 0 or 1.

In section A, the document vectors, query vectors, and
relevance judgmenfs are read in. This is the main data. The
term~term ma?rix end synonym matrix are zeroad, and initial values
for all othef variables are set up.

In section B, the correlation coefficient is calculated,
taking into account (statements 500 and on) any synonym term
matches as well as direct term matches. The calculated correlation
of query (J) and document (I) is stored in correlation (J, I).

In section C, the dynamic matching threshold is calculated
for each query, and stored in matchvalue (J).

In section D, each query-document pair is considered in turn.
The "term-modifier" (variable name is MODIFIER) is calculated from
the relevance judgment (relevant (J, I)) and calculated correlation
(correlation (J, I)) of the pair, and the dynamic match value
(matchvalue (J)) of this quexy.

In section E, all term pairs are examined, and all which are
"potential synonym pairs" for this query document pair (termterm
(K1,K2)) are modified by the "term modifier".

After sections D and E have been completed for all query-
document pairs, the modified term~term matrix (vermterm (K1,K2) is

examined in section F. From the data in this matrix, the synonym

.
)
)
- R~
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Peene-THI S PHOGRAM CONSTRUCTS A THESAURUS OF TERMS AUTOMATICALLY.
(wneze@ SET OF "L" CIFFERENT LOCUIMENTS AND "M™ DIFFERENT QUERLES
Citxs: ARE USED &5 DoTAe LACH DOCUMENT CR QUESYT MaY HAVE .
Crexx<ANY OR ALL OF “N' DIFFERENT TEMMS PRESENT (PINARY WEL GHTING)
Crerei PATA FOR CECISIONS IS GIUEN IN THE RINAH? MATRIX OF
Cveer=DIMENSION C(L*N) CALLED DOCUMENT; THE BINAI MATRIX QF
ccerxxDIMANSION (M#N) CALLED QUER?; @&ND THE BINARY MATRIX OF

Cutkixe DIMENSION (M%L) CPLLED RELEUSNT. THIS LaST MATRIX IS THE
Cxxx«<0OFEAATORS DEFINI TION OF WHAT DOCUMENTS ARE RELZVANT TO WHICH
CeetreQUERI ESe DEFINED RELEUVANCE 1S INDICATED BY A *"1'» AND DEFINED
Creksx] BRRELEVANCE IS INLICATED BY A "p™. -

IMPLICIT INTEGER(A-Z)

BINARY DOCIMEN T(L,N)» QUERY(MsN)» REL EVANT(M, L)

BINARY SYNONYM(N-N) .

INTEGER TERMTERM(N,N)» CORRELATI ONC(M» LI > MATCHY AL UZ(MD
Crrekoreiwknkpherrerx SECTION A swekdx a8 30 348 o ok 26 oK ik 4 R e e s ke sfe wle ke e e ofe e tie ke e e
 Gux:e<]NFUT DATA TO BASE THE THESAURUS ON
BEAD CCDOCUMENTCI»K)sK=1.N)» K= 1,L)

fEAD C(C(QUERY( JrKIsKH=1oN)» J= 1)
PEAD CCRELEUANT(JsIds1=150L)5Jd=1-M)

3
&

Cixiex«Z ERO OUT THE SYNONYM AND TERM~TERM MATRICES

DO 1902 K1=15N

00 180 K2=1,N §

TERMTERMCK 1,K2) =0 -

SYNONYMCK 1, K2) =@ ﬁ
100 CON TINUE

1 TERATION=0

MAXI TEEATI ON= 20
a=5

3= 5

SN TH RESHOL D= 20
CRI TERL ON=L M/ 20

Cuiepreheinekkeokekscx SECTION B derdior ik r etk egieioekrior

CrteeneS0R EACR QUER(-DOCUMENT FAIR CALCULATE THE CIRRFLATION
Chres:COEFFICIENT AND STORE 17

200 o 1003 J=1,.M

DO 1@ I=1,L

MATCH=0

LENGTH=@

[0 200 Ki=1sN

CON DI TION= 1+ DOCUMENTC 15, K 1)+ 2« QUERY (K 1)

GO TO ( 400, 500, 700, 30 » CONDL TLON oo

. R \J




o Crxxxa TERM IS NOT IN QUERY OR DOCUMENT

: 400 GO 10 900 Vi-13
{
; C:+:«TERM 1S IN BOTM QUERY AND DOCWMENT
300 LENGTH=LENGTH®+ 1
MATCH=MATCH+ }
60 TO oS00
Cr=2=-<WHEN CALCULATING THE CORRELATION. TAKE INTID ACCOUNT ALL
Cx#=:=THE SYNOWYMS WHICHE ARy INDI RECT TERMM MATCHES.
Crr=<xTERM 1S5S IN DOCUMENT, BUT NOT IN QUERY
500 LENGTH=LENGTH ) .

PO 6@0 K2=1,N
IF (QUERY(J>K2) .EQ @ 60 T0 600
[F (SYNONYMCK1,K2) .EQ. @ CO TO 600

IF ¢ DOCUMENTCI-K2) «EQe 1> GO 0 608 \&
MATCH=MATCH+ 1 ' . “\"
GO TO 9@@ o\ W

600 CONTINUE %‘5‘
GO TO 909

CrerxrTERM IS IN QUERY,» BUT NOT IN DOCIMENT

700 LENGTH=LENGTH+1
GO TO 900 : >

900 CONTINUE

Cxv4x<NORMALIZE THE CORRFLATIONS T0 A @- 100 SCALE ‘
CORREL ATIONC J» 1)=(MATCH* 16@) /L ENGTH

1069  CONTINUE

CxtwxxALL CORRELATIONS OF O-D PAIRS HAVE BEEN CALCULATED AT THIS FOINT

Cuederierkededte ke densk ke ke sk ik SECTION C e sie de s e e ode s ke s i e 38 e e e o s e e sl e ok e e e e ok e
CtxexxFOR EACH QUERYeees

DO 1300 J=1,M
HIGHI RRELEVENT= 0
LOWREL EVAN T= 100
DO 1200 1=1,L -
1F (RELEVANTCJs1) «EQ. 1) GO 70 1160

CreverFIND THE DEFINED TRRELEVENT DOCUMENT WLITH THE
Crievie tHIGHEST CORRELATION COEFFICIENT. .
HIGHI RREL EVENT=MAX(HI GH1 RREL SUEN T> CORRELATIONCJ, )
. : GO TO 12090

C::+:+AND FIND THE DIFINED RELEVANT DOCIMENT WI TH
CrreceTHE LOWEST CORRELATION COEFFICIENT.

1100 LOWREL EVAN T=MINCLOWREL EVAN T> CORRELATIONCJ, 1))
1200 CONTINUE

Ckie%AND SET T™ME MATCH VALUE LEVEL MIDWAY BETWEEN THESE VAL UES.
MATCHVAL UECJ)=( LOWREL EVAN T+HI GHI RRELEVENT) /2
1300 CONTINUE

Crtsnwkettbhrinhishsase SECTLON [ & e i d ok e e ik e s oot et e se oo oe o o ok e e o

-

&
‘,,3,.
t -3
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RCASES=0
SCASES-=0
TCASES=@Q
UCASES=0

00 2000 J=1-M
D0 2900 I=1.L

IF CCORRELATIONCJ>1) -GE. MATCHVEL VECJ)) GO T0 1509
1F (RFLEVANT(Js1) -EQs 1) GO -TO 1409

CreesxxTHI S DOCUMENT IS CALCWATED I RRELEVANT, AND
Crx=««DEFINED IRRELEVUANT, IT IS A CASE "R"
MODIFIER=--A
RCASES= RCASES+ 1
GO TO 1700

CrrekeTHIS DOCUMENT IS CALCULATED 1RRELEVANT, AND

Cekxex DEFINSD RELEVUANT, [T IS A CASE *T*

1400 MOLDI F1 =R=+ ABSC CORREL ATIONC V> 1)-MATCHVALUEC(J) X +B
TCASES= TCASES+ 1

GO T0 1700 &

1500 16 (REL@NANTCU, 1) -EQ. 1) GO TO 16008 g
N

CeerssTHIS DOCUMENT IS CALCULATED RELEVANT, AND N
G+ SFINED I RRELEVANT, IT IS A CRSE "S* é.

MO DI F1 ER=- ARSC CORRELATIONC J5 1) -MATCHVALVEC J) )~ A

SCASES= SCASES* 1 : $

GO TO 1700 Q¥

CreexxTHI S DOCUMENT IS CALCULATED RELEVANT, AND
Ceux+*« PEFINED RELEVANT, IT IS A CASE 0"
1600 ° MODIFIER=tB

UCASES=UCASES* ]

1700 CONTINUE
(IR EREEE PR LR L LS b h SECTION % e 3¢ sje 3¢ Nk o sk 3K 6 I aie o6 ol e fe e ofe vl e 2 K ofe o e ste e e e e ok

Crusex AT THIS POINT, THE MODI F1 ER HAS BERN DEFINED ACCORDING TO
Cx:x2*WHAT CASE THE QUERY DOCUMENT PAIR IS AT THIS I TERATION.

DO 1900 Ki=1,N '

1f (DOCIMENT(I.K!) .GE. QUERYC¢J.K 1)) GO TO 1900

DO 1800 X2=1,N

IF CDOQCUMENT(1I,K2) «LE. QUEFY(J-K2)) GO T0 1800
Crexv+r AT THIS POINT, TERM K1, AND TEMM W2 ARE A POTENTI AL
Crewves SYNONYM PATR FOR THIS QUERY-DOCWMENT PAIR
Cxreex<§0 THE CORRESPONDING ENTRY 1S MODIFIED.

TERMTERMCK 1, K2)= TERMTERM(K 1,K2)+MODI FI ER
TERMTERM(K2,K 1) = TERSTERMCK 1, KD)

CONTINUE <
CONTINUE

CONTINO
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G:t ssvueaxvapkhkees - GECTION F puteyrrerk ekt fkiokilk

C +<x.NOW THE SYNONYM MATRIX 1S REDEFINED BY

C-suxnoWHI CH TERM~ TEfM ENTRIES ARE NOW ABOVE THE THRESHOLD
¢ -OF SYNONYMY .
pO 228 Ki=1-N
D0 2209 K2=1,N
I1f CTEPMTEM(KI,K2) -GT. SYn 15 RESHOL DY GO TQ 2104
SYNONYM(K 1,K2)=0
GO TO 2200

2100 SYNONYM(K1,K2)=1
2200 CONTINUE

Gk sk gpieni vewenrekweke SECTION G e e e ok e e e ke el 3k e el e R e e ek el el Rk

Crrvx=xFIND OUT 1F THE PROGRAM HAS COVERGED OR EXCEEDED
CxexveTHE MAXIMUM NUMBER OF I TERATIONS. IF NOT» LOOP!
i TERATION=1 TERATION*+ |
WRI TE I TERATION, RCASES, SCASES, TCASES» UCASES
TOTALMI MATCH = SCASES* TCASES
IF (TOTALMISMATCH oLEe CRI TERION) GO TO 2300
IF (I TERATION LE. MAXI TERATION) GO TO 200
2300 WRITE (¢ SYNONYM(N1.N2),N1= 150D s N2= 1. N)
STOP

END N
. ‘g\\\”

»
-4

.o
-. Do v
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matrix is changed to vreflect the updated state of calculated synonymy.
In section G, program status is printed out and a decision is

made whether to iterate (back to section B) or print out and halt.

S. Implementation

A program essentially identical to this, but modified for a
DEC PDP-11/20 was run for small and large collections of data. '
small data sets, convergence was reached in two to five iterations.
The larger data set was about 80% of cthe ADI collection, and while
results are promising, convergence on this data set has not yet been

attained.
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Content Analysis and Relevance Feedback

A. Wong, R. Peck, and A, van der Meulen

Abstract

Content analysis is a vital part of any automatic document
retrieval system where natural language has to be analyzed in order to
detect the information carrying parts. The assignment of apprqpriate
identifiers to the documents and queries — "the indexing process" —
can be carried out on different levels of complexity which generally
agree with different levels of system performance,

A device for indexing improvement of a quite different nature
is the '"user feedback" technique which can be applied in an interactive
retrieval system. The initial indexing which is a result of a rather
imperfect content analysis can be corrected and improved by using the
judgment of the user concerning the relevancy or noan-relevancy of his
retrieved documents.

This report deals with the question: how critical is the quality
of the content (language) analysis which results in the iuitial indexing
in an interactive retrieval system? Since in such a system feadback
techniques will improve system performance substantially one could doubt
if original aefferences in content analysis will still affect the final
performance. [If such differences in indexing refinement turn out to be
retained after the feedback is applied, every improvement in initial
indexing should be put into practice; in addition a good justification

exists for working in the area of automatic dictionary construction.

M ey
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1. Introduction
The performance of a document retrieval system depends heavily

on the transformation of the natural language of the document inte an
artificial retrieval language. The document description in such a
retrieval language results in a much shorter representation compared
with the original one, and it is this indexing process which determines
how effectively th:e document can be retrieved.

- If one defines as "ideal indexing procezs" as a process which
results in retrieval of only relevant documents in response to
queries, it is likely that, even with the most refined techniques,

ideal indexing does not exist. The two reasons are:

- the transformation of the author's ideas into a written text
may be imperfect; moreover, during indexing usually only

title and abstract are considered.

- the existing language analysis tools are imperfect.

The first reason in particular will always limit the quality of the

indexing process even if ideal language analysis devices were available,
When dealing with large collections of documents, the automation

of text analysis becomes a neceséity, since manua. indexing may not

then be a realistic alternative. Evaluation tests for a long peried

have shown that manual indexing was superior to automatic indexing.

Nowadays the roles incline to change. This is mainly due to the fact

that in modern interactive retrieval systems the implementation of

user feedback strategies (index corrective mechanisms) yield a

corsiderable improvement in system performance. To be sure, thos~
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interactive strategies are in principle also applicable to computerized
retrieval systems supplied with manually indexed documents; but usually
such a system organization does not allow the implementation of an
effective feedback algorithm.

Concentrating first on the automatic content analysis tools,

one may distinguish two basically different approaches:
a) Non-lingusitic computer techniques.

Examples are:

the automatic stemming of words followed by the counting of
their Ifrequency of occurrence;

procedures for the automatic detection of common words;

statistical procedures for the automatic construction of

dictionaries; and

the automatic creation of weighted dictionaries, where the

weight reflects the description power of an identifier.
b) Computer criented linguistic techniques.

In those procedures the syntactical meanings of sentences are

taken into account rather than mere keywords; also phrases may
. _ be recognized in an explicit way,

Such a syntactical analysis, was supposed to fill the gap
between a pure mechanical analysis (category a) and an intellectual
manual one. To date the situation however is such that appli-
cation of the now existing linguistic techniques deteriorate
system performance, rather than providing a substantial improvement.
In this report therefore only statistical language analysis

will be considered (category a).
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The retrieval results obtained with the available automatic indexing
devices are far from satisfactory, and one might doubt if it ever will
become possible to improve the initial indexing sufficiently.

To simplify the indexing problem, user feedback techniques may be
used, based on the premise that index corrections.can be made dynamically
during the course of the search by ﬁtilyzing the judgment of the user con-
cerning the relevancy of his retrieved documents [1]. One may refer to
"relevance feedback" and "document modification" as corrective indexing
techniques which a}low both the reindexing of a query (relevance feedback)
as well the reindexing of documents (document modification). It should be
mentioned here that those corrected indexes are not static entities, but
dynamic, in tune with actions performed by the system users.

Relevance feedback in particular has proved to be a powerful technique
which increases system performance significantly, since queries are in
general short and poorly formulated. One must ask then how imperfect the
initial indexing may be while still yielding results after feedback applica-
tion which are comparable to those of the more refined initial indexing;

in other words is the final feedback result a function of the initial indexing?

1f final results appear to be independent of initial indexing,
most efforts concerning content analysis and in particular dictionary
construction might be less meaningful than they originally appear to be.
If those results show some improvement due to better initial indexing what
compromise must be made bLetween indexing expedience and returns in terms
of system performance after feedback is applied? But if the final results
are highly dependent on the quality of initial indexing the answer is clear.
All efforts directed towards content analysis improvement remain of

particular importance,

a
L.
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2. Experiments

The purpose of the experiments is to investigate the influence
of language analysis tools on final system performance after a sufficient
number of feedback iterations have been executed. "Sufficient" here means
that a new iteration will not further affect the obtained system perfor-
mance. In the SMART environment two or at most three iterations are
normally sufficient. The experiments are likely to be dependent on the type

of feedback algorithm used, which will be Rocchio's in all cases.

A) Used Language Analysis Tools

The main analysis tools provided by SMART include three dictionaries:

- the word-form dictionary,
- the word-stem dictionary, and

-~ the thesaurus

The word-stem dictionary (suffic deletion) is a refinement of the word-form
dictionary (plural s endings deletion), and the thesaurus (grouping of
related terms) is a refinement of the word-stem dictionary.

An improvement which can be applied to each of the existing dictionaries
is the application of the so-called "discrimination values" [2], that is,
of quantities which reflect the descriptive power of the dictionary items
(terms). More specifically, the discrimination value is a measure of the
change in average correlation of a document collection to its center-of-
mass (centroid), measured first using the term as an index, and again with
that term deleted. If the collection moves closer together, when term i 1is
deleted, that is, if the average correlation with the centroid increases, that

3

term is valuable in distinguishing individual documents.
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The application of discrimination values can be carried out in

two possible ways:

- deletion of bad discriminators which process however will
not be considered in this report, and

- c¢creation of a weighted thesaurus [3].

B) Comparisons
Two collections are considered in order to justify generalizing

the results obtained in these experiments. They are:

- the TIME collection consisting of 425 documents in the

political science field provided with 83 queries, and

- the ADI collection consisting of 82 documents in documentation

provided with 32 queries.

Two main experiments are carried out: first a comparison is made
between four different dictionaries using the TIME collection., Compared
are the system performances using a word-form dictionary and a thesaurus
both with and without discrimination value application. System
performances before and after two feedback iterations are considered.
Second a comparison of a word-stem dictionary and a thesaurus using
the ADI collection is made. System performances before and after three
feedback iterations are considered.

In the comparison of feedback results no attempt is made to go
into complex evaluation schemes [4,5]. The system performances are
expressed in simple recall-precision curves, which are suitable for the

outlined pufposes.



3. Experimental Results

The results for both collections (Figs. 1, 2, 3, and 4) clearly
demonstrate that in all the investigated cases differences in initial
performance are retained in the final precision-recall curves. In
Figures 1, 2, and 3, the word-form dictionary serves as reference curve
and is compared with the weighted word-form dictionary, the thesaurus,
and the weighted thesaurus. In Fig., 4 a word-stem dictionary is compared
with a thesaurus.

From the recall-precision curves one may draw the remarkable
conclusion that the shape of each curve, reflecting a special dictionary
perfermance, remains invariant after the feedback operations, hoﬁever
the position of the curves is lifted. Also the relaiive ordering of
results of various dictionaries remains invariant.

In the case of the TIME collection a better initial performance
curve is inclined to 1ift relatively more (Figs. 1, 2, and 3); this
results in a spread out of the final curves. The ADI collection shows a
slight "wash-out" effect in that initial differences are diminished. It
has to be noted that the initial word-stem dictiomnary performance is
fairly poor (low recall-precision curve), which explains the wash-out

effect.

4, Conclusion
The results indicate clearly that the final system performance,
that is, the final retrieval result after user feedback is applied, is

highly dependent on the system performance of the initial indexing process.
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It must be noted that this conclusion is derived for the application
of Rocchio's feedback algorithm; other feedback mechanisms such as fof
example the replacement of the original query by the index of a retrieved
relevant document, might yield different results. Unfortunately no evaluations
between different feedback strategies are available, but Rocchio's is at least
the most established one.

It is for this feedback strategy that one may state that every tool
which improves the indexing performance as an outcome of the content analysis
of natural language is beneficial because initial differences in system

performance are retained after user feedback is applied.
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On Controlling the Length of the
Feedback Query Vectors

Karémvir Sardana

Abstract

Various strategies for reducing the lengths of feedbdck
vectors, which get elongated during regular feedback processing,
are tested, The results show that the strategies based on the
knowledge of the discrimination values of the concepts, are quite
successful, The best adju’ged merhod retains the top best

discriminating concepts in every feedback query vector.

1. Introduction

A) Indexing

All automatic document retrieval systems use some method
or other for converting a natural language document or a query into
a form that is representative of the corresponding document or the
query and can be stored internally in a computer. This process is
knowt: as indexing and is quite important because much of the
efficiency of document retrieval systems depends on it. In the SMART
automatic retrieval system [1], indexing transforms a piece of
natural language text into its representative concept-weight (c-w)
vector form meant for internal storage in the machine. A concept or

a term is an atomic entity, a word or a phrase used to describe the document

?
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whereas the associated weight denotes the concept's importance in the
document. In the existing SMART system, which is taken as a test
environment in the present study, the weight of a concept is normally a
linear function of its frequency of occurrence in the text of a document
or a query. In this report, the c-w vectors used in the SMART system are

referred to as standard vectors or simply as vectors.

B) Length of a Vector and Importance of Controlling it

The length of a document or a query vector (referred to simply as
a vector in the sequel) is defined to be the number of index terms or
concepts (that is, the ones with nonzero weights) constituting the vector.
The length of a vector affects the overall retrieval process in the

following ways:

i) The storage space cccupied by a vector depends on the number
of c-w pairs, that is, the length of the vector, and the
storage needed for one c-w pair. In the present SMART system,
each c-w pair occupies one computer word of storage.

ii) The process of correlating two vectors is frequently used for
document searching in retrieval systems. The correlation
measure widely used in the SMART system can be graphically
interpreted as the cosine of the angle between the two vectors
in the n-dimensional Euclidean space. The cosine correlation
coefficient between the vectors

P = (pl, pz, eess PO), where pi is the weight of the
ith cnncept

and .
1
(q, q2» vevy qn)

o
u
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is computed as

T 54
| L p'a
COR(P,Q) = ~— 1zl -~ .
[ Z (p1)2]1/2[ Z (qi)2]1/2
i=1 i=1

When very long query vectors are matched with the
document vectors, the cosine coefficient tends to be
small because a factor proportional to the vector
magnitude® appears in the denominator [7]. If the
Query vector is reasonably short, the vector magnitude
is smaller which implies a larger value for the
correlation coefficients. If the user has specified a
threshold value in the correlation coefficient to
distinguish retrieved from nonretrieved documents, the
use of a shorter query vector will produce a larger
number of output documents than the corresponding longer
qQuery vector.

ol
| ol
te
e’

The time required for the correlation process, using an
algorithm that stores only the nonzero weight concepts
of the vectors (as is dome in the SMART system), depends
on the length of each vector. This is so because one
must compare the two lists of concept numbers in order
to determine the matching concepts.

Thus, it is important that during various phases of

processing through the retrieval system, such vectors not only be

n
*As used here, the vector magnitude of a vector P is [ Z (pi)zli‘/2

i=1
and the length of a vector is the number of concepts with nonzero
weights in the vector. These definitions of vector magnitude and
the length of a vector are consistent with Murray's [2] definitions.
Note that Salton's [7] definition of vector length is different
from the corresponding definition used here and is the same as that
of the vector magnitude in the present context.
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fully representative of their intended meaning but also be short and
concise to give high correlation coefficients and to save on storage and
searching costs.

This implies that thare is a definite need for controlling the
length of vectors which have a tendency to grow long as a result of
retrieval processing. This must be done by trimming the elonggted
and unwieldy vectors such that their shorter versions carry the gist of

the correspording originally long vectors.

2. ©Tarlier Results

A) Murray's Strategy for Reducing the Vector Lengths

Earlier experimehts in this area have been conducted by Murray [2]
for controlling the lengths of profile vectors. A profile vector (cluster
centroid) is a vector that represents all the vectors in a cluster. Murray
suggests reducing the lengths of profile vectors by chopping off 80% or so
of the concepts with the lowest weights (and thus the frequencies in the
standard vectors), which according to his recomwendations, results in only
a slight decrease in retrieval performance. This method can similarly be
used for reducing any vector length for that matter.

The idea is to remove those concepts in a vector which because
of their relatively small weights, will not affect the orientation of the
vector in the vector space by much and, therefore, will not appreciably
influence the correlations of this vector with any other. Further, a
detailed analysis by Murray shows the following justification for using

this strategy:

2
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Let P be a vector whose length is to be reduced and Q
be another vector with which the vector Q is to be (cosine)
coxrrelated during the course of document searching. Then, the
contribution to the total correlation, by matching~concepis with

weights pl and ql, is

1 i i i
CONTRIBUTION = &— « S = - D . q .
=1 j=1

For a fixed vector Q, the values of quIQl are fixed and
variations in contribution are due to pi/lPl, called the correlation
contribution ratio.

Now, as in the present strategy for reducing the vector
lengths, the lowest weight terms of vector P are thrown out, the
correlation loss due to these terms is small and the retrieval per-
formance is not affected.

This strategy is valuable because a vector can be trimmed
to only 20% of its orizinal length while sacrificing only a little

in retrieval performance.

B) Other Related Results by Murray
Some oiher related and interesting results regarding profile
vectors by Murray are presented, to be used later on in the

discussion. These results are:

i) Weighted profile vectors are significantly better in
performance than unweighted profile vectors.

ii) Profile vectors consisting of concepts whose weights are

El{llc . :C .d.i)
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rank values® give superior performance when base values are
small. A rank value is the difference between a base value
and the rank assigned to the term if all terms in the vector
are ordered by decreasing frequency. The base value is a
constant chosen large enough to insure that all weights are
positive in the profile vectors.

e
[
{ A
T

Profiles with concept weights based on frequency ranks®* give
performance better than the standard or rank value vectors.

Such profiles aveid correlation domination by larger weight

terms while at the same time allowing smaller weight terms to
have a relatively little more say in determining the correlations.

iv) Selection of good index terms is more valuable than making fine
frequency distinctions among important index terms.

v) Using a few broad categories, typically four, of weight classes
gives performance equivalent to that obtained by using a larger
number of weight classes as used in the standard weighted vectors.

3. Present Problem

A) Origination
Rocchio~type formulae are widely used for relevance feedback, and they
have been shown to result in an improved retrieval performance [1]. One side

effect of using relevance feedback in this manner is the growth in the length

*The vectors formed in this way are called rank value vectors.

#%The frequency ranked vectors are constructed by arranging the concepts
constituting a vector in increasing frequency order and then assigning
the weight of a concept equal to its rank in such a list. The concepts
with the same frequencies are assigned the same rank. It should be
noticed that the frequency ranked vectors are essentially the rank value

vectors for which the base value is chosen in such a way that the
minimum weight of the concepts equals unity.
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of the feedback query vectors (fqv's). The elongation of the fqv's
can amount to as much as twelve times the average length of the
corresponding original query vectors. To some extent, ‘the growth
in the lengths of the query vectors is quite desirable because

as Murray [2] nas also observed, the original queries tend to be
short and omit the background material that might really be
helpful. On the other hand, too long a set of query vectors with
possibly a lot of unimportant terms could damage the retrieval
performance in addition to using up more storage and costing more
in retrieval searches. The idea, then, is to reduce the elonga;ed
fqv's to their optimum length somehow.

Furthermore, it would be interesting to see if relevance
feedback can, in some way, be reinforced by using the knowledge of
discrimination values (dv's) of concepts in the fqv's. The theory
of discriminating power of individual concepts has been expounded

by Bonwit and Aste-Tonsman [3] and developed further by Crawford [4].

B) Exact Definition and Scope of the Problem

The problem at hand is to discover strategies to trim the
fqv's to vectors of manageable shorter lengths such that the
retrieval performance obtained by using the trimmed versions of
the fqv's is better than or at leést equivalent (if possible) to
that obtained by using the original elongated fqv's. Second part
of the problem is to discover means to augment the relevance feedback

by using the dv's of concepts utilizing ideas of Bonwit and
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Aste~Tonsman [3] and Crawford [4]. The results are to be compared with
Murray's work [2].

It is worth recalling that some work in feedback reinforcement by
term dv's has already been done by Bjorklof [5] and Doeppner, Finley and

Peterson [6] using some strategies which have not met with much success.

C) Methods and Solutions in Brief
It is proposed to use the information of dv's of concepts in

achieving both the ends. Briefly, the procedure to be used is as follows:

i) Take a document collection and the associated queries. Afier
the original iteration of document searching, do one iteration
of regular Rocchio-type fcedback. Note its performance and
save the resulting fqv's.

ii) Order the concepts in each elongated fqv in decreasing dv order.
iii) Retain top n concepts of the ordered vector, where n depends

on the particular vector and the strategy used, as explained

later.

iv) Reorder the shortened vector back to the original ordering of
the concepts.

v) Do the original iteration of document retrieval search using
the trimmed fqv's and compare its performance to that of the
regular feedback from step (i) above.

The motivation for this appreoach is as follows. In Murray's work,
the lowest weight concepts are shown to have small correlation ratios and
discarding such terms is not considered to be harmful. On the other hand, the

theory of dv's of terms and specifically their non~monotonic relationship with

e
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frequency of occurrence of the corresponding terms, as shown by

Crawford [u4], indicates that some presently low weight but good

discriminating terms could be of potential importance in the

present and future correlating process. Thus, throwing away such

potentially valuable terms might hurt the retrieval performance,

while retaining them might really heip.

y,

Vector Trimming Strategies

First, some notations are given and operations are defined:

=te

i)

=te
o’

Notations:

a) x -2 y:
b) Vv :
¢) A-~order

d) D-order :

Operatocr 0 operates on the initial
vector X to yield the {inal vector Y.

Elongated fqv which 1s to be reduced
in length.

Original alphabetical order (of the
concept numbering). Thus a vector

in A-order means that its concepts
are numbered in original alphabetical

order.,

Decreasing dv order (of the concept
numbering). Thus a vector in D-order
means that its concepts are numbered

in decreasing dv order.

Possible Operators, O:

a) A/D :

Concepts of the initial vector are
renunbered from A-order to D~-order
to yield the final vector.



VIII-10

b) D/A ¢ Concepts of the initial vector are
renumbercd from D-order to A-order to

yield the final vector.

¢) Murray n : From the initial vector, top n% of the
total number of concepts in their
decreasing weight order are retained to

form the .Jinal vector.

d) Fixed n : The final vector is compcsed of fixed
top n concepts of the initial vector.
If the length of the initial vector is
less than n, then both the final and the

initial vectors are identical.

e) DV Rank n The final vector is éomposed of all

concepts of the initial vector with dv
rank (to be defined shortly) less than or

eoual to n.

Utilizing these notations and operators, Fig. 1 is a tree illustration
of the algorithms of all the four strategies for reducing the vector lengthc,
Assuming the original query vectors, Q of Fig. 2(a) for illustration purposes,

a brief description of each of the strategies follows:

A) Strategy I

As described earlier, this is Murray's [2] strategy and for every
vector V, it retains the top n% of the total number of concepts in their
decreasing weight order to produce a shortened length vector V1. Suggested
value of n is around 20. Fig. 3 shows the vectors vl obtained from vectors
V of Fig. 2(b), by 70% reduction in length.

For the following three strategies, the first common step is to renumber

the concepts of each elongated vector V from their A-ordering to D-ordering.

b N
» -
~
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Query #  =FIND Query # # of Concepts'
Coneept weight pairs

Relevant Document Nuinhors

(i)

No. of relevant documents

Format of Fach Vector

& “FIND 4

1161 12 2779 12 6869 12 7248 12114 > 8
. 2 33 12
123 124 126 127 131 132 1332 y
5 #FIND 5 22 135 s 12
138 24 878 12 27140 12 4152 24 4194 [ '
- _ 2 12 6714 12 8467 . 12 £469 12
31 32 33 34 52 3 54 55 57 58 59 60 i
(ii) Original Qucry Vectors, Q, with concepts in A-order. <§$?
(MEDLARS Collection) i§$’ '
Fig. 2(a) @é
&
4 =FIND 4 61 8
235 72 502 12 556 12 €70 12 682 12 1000 12 1l61 12 1165 12
2112 B4 2235 Y2 2261 12 21(9 144 3065 24 3161 12 3916 36 3919 12
4026 12 4210 24 5161 T2 5378 12 5634 12 5715 12 5188 24 5f31 24
HEARN 12 972 12 4096 24 6998 12 6484 12 6761 12 6€35 24 o6%50 12
6971 12 6972 48 (389 12 1214 24 (613 12 7125 24 8031 12 8222 36
3(617 12 8830 12 4881 24 9370 12 93721 12 %400 12 9493 12 9681 12
10552 1210604 1710660 2410661 1 10741 1211433  2411%11 1211529 12
11628 12011973 1211981 1212004 2-(2005 12
123 124 126 127 131 132 133 135
5 *FIND 5 26h 12
155 12 188 420 208 24 217 12 250 12 270 12 385 12 432 12
447 12 59 12 603 24 656 12 6540 12 158 12 226 24 829 24
RS57 12 878 12 ©08 12z 906 12 1013 48 1036 12 1042 84 1128 12
2071 12 2072 24 2085 48 2105 12 21¢2 12 2191 12 2726 12 2231 12
2253 12 2298 GO 2321 24 2345 12 2475 12 2440 12 2486 12 2502 24
2512 12 2522 24 2524 12 2541 12 2537 12 25G4 48 2607 12 2610 12

Foedbicok Query Vectors, V, with concepts in A-order.

(141.,ARS Colleation)

f..'W

Fig. 2(b) .
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*FIND & 6O
12 10 12 17 12 24 12 35 12 70 12 98 24 128
72 Y7V 12 173 l44 232 48 270 12 307 24 308 12 330
12 453 24 559 24 5717 12 592 12 639 12 (23 12 7126
12 1009 12 1113 12 1161 12 W74 12 1247 12 12718 12 1300
12 1573 12 1617 12 1746 24 2216 2 2221 12 2343 24 2484
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12012980 1212983 2412997 24
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#FIND S 262
180 28 288 45 12 56 12 62 12 80 108 82 158 90
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48 326 12 1358 60 395 60 398 12 403 96 410 84 4\7
48 429 12 442 48 461 12 468 24 490 12 540 12 550
iz %95 12 600 36 609 24 610 84 628 12 639 96 659
12 672 12 6176 48 689 12 698 12 102 24 115 48 126
(2 115 24 (76 12 1784 12 309 236 3813 12 816 36 830
3
Fewlhi:ak Query Veclors, Vo, with concepts in D-order.
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Fig. 2(c)
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Call the modified vector V°. Fig. 2(c) shows the vector V° obtained

from vectors V.

B) Strategy II

This strategy places a fixed upper bound on the length of each of
the reduced vectors. This yields standardization of the lengths of vectors
and could make programming a little easier and more efficient.

A fixed number n 1is chosen; top n best discriminating concepts
(if they exist, otherwise all) of v° (which is in D-order) are retained and
renumbering of the concepts to A-ordering is done to achieve the reduced
length vector v2. Figs. 4(a) and 4(b) depict the last two steps in obtaining
vector V2 from V°, for n = 30,

Suggested value of n is the average length of the document vectors

in the document collection.

C) Strategy III

Here, the idea is to retain all those concepts which are the best
discriminators. Specifically, dv's of all concepts present in the document
collection are calculated using Crawford's methods [4] and the concepts
are ranked in D-order. The rank of a concept in such an ordering is called
dv rank of the concept. Thus, for example, any concept number in vectors
of V° is equal to its dv rank.

A dv-dv rank curve ié plotted for the collection. The curve is an
exponential looking curve for most of its range (Fig. 5). This curve has
a sharp drop in the beginning and then approaches the X~axis asymptotically

before it goes negative very steeply.
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AVALABLE
gESt COFY

SFIND 4 30
12 10 12 17 12 24 (2 35 12 10 12 98 24 128
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A value m for dv rank cutoff is determined from the curve; all
concepts in V° with dv rank < m are retained and then final
renumbering of the concepts from D-order to A-order yields the final
reduced length vector V3. These last two steps for obtaining V3
from V° are exhibited by vectors of Figs. 6(a) and 6(b).

A recommended value of m, the dv rank cutoff, is the one near
the foot of the first steep of the dv-dv rank curve. More exactly,
that value of m is chosen where the slope of the curve is < ¢,
where € is a constant for the particular collection. A value of
€ = 0.00004 giving m = 500 is found appropriate for the document
collections used in this project. A method for determining ¢ for

A particular document collection is given later in Section 6(B).

D) Strategy IV

This strategy is an intermediate between the last two
strategies and using it the length of any reduced length vector is the
minimum of the lengths obtained by using strategies II and III. It is
same as the previous strategy except thai the length of each vector
is further trimmed to n just before *he concepts are renumbered back
to A-ordering. Thus, in addition to using a dv rank cutoff m like
Strategy III, it aiso places an upper bound n on the length of each
vector like Strategy II, to yield the final reduced length vector
v* (Figs. 7(a) and 7(b)).

Note that this strategy is also equivalent to using Strategy II
with a maximum fixed upper bound on lengths being equal te n, and lu
addition, trimming the vectors further down such that all concepts

with dv rank greater than m are eliminated.
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As compared to the last strategy, the advantage of using this
Strategy is saen in getting standardized fixed length vectors, although
some loss in performance is expected due to the loss of good discriminators

(upto dv rank cutoff m) in some of the vectors.

5. [Experimental Environment

A) Retrieval System

The SMART automatic document pretreival system is used as the test
bed for conducting the experiments. This retrieval system is a major facility
for conducting experiments to test and evaluate various document retrieval

strategies.

B) Data Collections

Two different SMART document collections used in the present series
of experiments are MEDLARS and CRANFIELD. ‘he MEDLARS collection used is a
450 document subset of the originaliy larger collection dealing with varied
medical literature; the associated number of queries is 30. The indexing
procedure used for representation of the documents and the queries in the
machine utilizes a word stem dictionary.

On the other hand, the CRANFIELD collection consists of a more
homogeneous set of 424 documents dealing with aercdynamics; the associated
queries form a 125 query subset of originally 155 query cellection. The
indexing process used for this collection makes use of a word form dictionary.
The procedure of indexing making use of dictiomaries has been discussed in

detail by Salton [7].

el W
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In many respects, these two document ~ollections are
different enough to warrant putting a great deal of confidence into

the results based on the experiments done on them.

C) Clustering Parameters

The experiments are conducted on clustered document collections
because Murray [2] has shown that document retrieval based on clustered
files is more efficient than the one based on inverted files or
individual documents, for instance.

A clustered CRANFIELD document collection is available as a
SMART collection, while the MEDLARS collection was clustered for this

experiment. The clustering parameters used are:

i) SMART routine CLUSTER is used for clustering by Rocchio's
algorithm [8].

ii) The loose documents are placed with the centroid with

which they correlate the highest.

iii) The algorithm is allowed to choose an optimum number of
documents to be batched for checking as'possible cluster

roots.

iv) For Rocchio's density test, to be a cluster point, at
least 4 documents must tiave a correlation greater than
0.3 and at least 8 documents must have a correlation

greater than 0.1 with it.

v) Minimum and maximum number of documents in each cluster
are 8 and 25 respectively, excluding the loose documents

blended in later on, as determined by step (ii) above.
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D) Searching Parameters
The SMART routine SEARCH is used for document nearching experiment:.

The parameters used throughout this study are as follow::

i) Feedback Parameters

a) The number of documents retrieved for each iteration is 30,

b) Among the top 10 relevant documents, all the relevant ones arc
added to and the top nonrelevant subtracted from the original
qQuery to form the first iteration query. Only one iteration of

feedback is carried out for the present experiments.
ii) Cluster Searching Parameters

a) At least 40 documents are correlated with the query on each

iteration.

b) At least 3 and at most 10 cluster nodes are expanded for each
iteration.

c) Any nodes whose cosine correlation with the query is within

0.01 of the latest node selected for expansion are also expanded.,

E) Evaluation Techniques

The basic evaluation technique used for the comparison of various
retrieval search runs, is the Precision-Recall (P-R) curve [7]. Ewven
though none of the fluid or frozen feedback searches provide the true
retrieval performance while the more exact test and control group feedback
method [3] is time consuming, the fluid searches are chosen with the intention
of making relative comparisons only.

The "ranking'" and "feedback" effects occurring in relevance feedback,
as discussed by Hall and Weiderman [10] are analyzed manually. Particularly,

the "feedback effect”, which measures the improvement in retrieval performance
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due to the new relevant retrieved documents, is considered.

6. Experimental Details

A) Overall Flowchart of the Experiments

Fig. 8 is an overall flowchart of the document retrieval
search experiments. Basically, as discussed in Section 3(C) also,
an experiment to test out a strategy consists of the following

four steps:

1) Perform document retreival SFARCH (SMART routine) on
a collection, using one Rocchio~type feedback iteration.
Obtain the P-R curves for the original (ORIG) and
feedback (FDBK) iterations.

ii) Shorten the elongated fqv's using one of the Vector

Trimming Strategies to get the reduced length vectors.

iii) Use these modified fqv's to SEARCH the document collection
without any further feedback. Obtain the P-R curve for
this modified (MOD) iteration.

iv) Compare tlLe SEARCH results for the FDBK and the MOD

iterations.

B) Detailed Description of One of the Experiments

To give an idea of how these experiments are performed down
to their inner det..ls, a detailed description of one of the
experiments is presented.

Table 1 details the steps of the experiment using the MEDLARS
document collection and Strategy III for the length reduction of the
vactors. FPipa. 2 and 6 give computer output examples of the veotor:

at various stages through the experiment.

L DS
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ROUTINES USED

STEP and/or
NO. INPUT OPERATIONS PERFORMED QUTPUT
1 a) MEDLARS Document SMART proutine SEARCH: i) P-R curves 0 and
collection, C original (ORIG) and F for ORIG and
b) MEDLARS Query the first feedback FDBK iterations.
collection, Q (FDBK) iterations are i11) Punched feedback
(Fig. 24) per formed query vectors, V
(Fig. 2B)
2 C Crawford's Discrimina- List L
tion Program [u4]: gives
the list of concepts in
D-order. Output format
is made suitable for use
in step #7 below.

3 L A curve showing dv vs. dv DV rank cutoff, m
e(a predetermined rank of concepts is (Fig. 5)
parameter, constant plotted. The value of dv
for a particular rank cutoff, m, where
collection). slope of the curve is

< e, is determined.

§ L FORTRAN program ALPHDV: Mapping M.

gives the mapping of
concepts from A-order to
D-order. Output format
is made suitable for the
next step.

5 v SMART routine RECODL: Renumbered fqv's,

M changes concept numbers vo, obtained as
in the definition of v_A/D . v°
fqv's from A-order to Fig. 2C)
D-order

6 v° FORTRAN program RETAIN: Reduced length

m For each vector of v©, fqv's, V'' , in
it retains only those D-order (Fig. 6A)
concepts with their
concept number
(= dv rank) < m.

7 AR SMART routine RECODL: Reduced length

L restores A-order of con-. fqv's, v3, in A-
cepts within each vector order (Fig. 6B)
of V'!

8 V3 SMART routine SEARCH: P-R curve, F3,

c original iteration with showing perfor-
no feedback is performed mance of reduced
for document searching length fqv's

9 13 Compare P-R curves and Get the results.

F3 other retrieval

statistics.

Detailed Description of the Experiment to
implement Strategy IIl on the SMART system.
.

Y
'.;'Q-q,j

Table 1
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For this part of the experiment, the value of parameter e was
first determined for the MBDLARé collection by trial and error, such that
the dv rank cutoff lies at the foot of the first sharp drop of the dv-dv
rank curve (Fig. 5). The value of ¢ is found to be 0.00004 and the same
value of e 1is used for the CRANFIELD collection. This value is determined
just once for the whole collection.

Another important point about this experiment is that during the
length reduction of the vectors, care was taken to prevent the query from
getting zeroed out completely. Thus, if after the application of the
strategy, the reduced query vector happened to contain no concept at all,
the algorithm took care that at least 5 concepts (if present in the
original query vector, otherwise equal to number of concepts in it) were
retained. Similar precaution was taken during the application of other

strategies as well.

7. Results

A) Performance Curves Obtained

First, the effect of variation of individual parameters n and m
(n and m are the parameters used in the description of various strategies
in Section 4) is studied for' each strategy separately and performance curves
are obtained. The best curve obtained for each strategy is taken and
comparisons are made between these.

Figs. 9(a) tc 9(J) show the performance curves obtained for each
individual of the four strategies, using the MEDLARS document collection.
Fig. 9(e) shows the comparison of the best P-R curves -- one obtained for each
wf the strategies. Furthermore, in each of these figures, the average uand

the range of number of concepts present in the fqv's and the total number

« I
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of reievant documents retrieved among the top 10 and the top 36 ranks for
the whole query collection are also given. For comparison purposes, the
P-R curves obtained for ORIG and FDBK iterations are included in each of
the figures.
Fig. 10 shows the comparison of the best P-R curves obtained for
the various strategies for the CRANFI'IELD collecticn, except that Strategy
IV was not tried, because results of using this strategy were expected to be similar

to those obtained for the MEDLARS collection.

B) Inference from the Performance Curves

In the following analysis, all comparisons are made with respect
to the performance curve cbtained by the first regular feedback (¥DBK)
iteration.

Tables 2, 3, 4 and 5 give such a comparative analysis for the four
individual Strategies I, II, III, and IV, for the two collections used.

Inference from these tables for each of the strategies is given below:

i) Strategy I

The use of this strategy for the reduction in the length
of the fqv's results in almost consistent loss of performance
by as much as 0.06 in precision at any recall level.

|
|
o

Strategy 11

Reduction in the lengths of the fqv's, using this
strategy, results in almost equivalent or better performance
than that ~btained by using elongated fqv's. Keeping
maximum f..ed length of shortened fqv's equal to the average
length of the document vectors seems reasonable and gives
almost the best results, for high recall values, which is most

likely what the user desires. Using this formula, the length

‘ 0:( > “."
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UL LAL
NO.

COLLECTION NAME

MLDLARS (Fig. 9(a))

CRANFIELD

Retaining top 30% concepts
for each fqv, that is

n = 30, gives high
precision for lower recall
values

Retaining top 50% concepts
for each fqv gives the best
precision for all recall
values, among all the
reduced length vectors
tried

For high recall values
n = 50 gives the best
results,

Vectors, with n = 20 give
a P-R curve worse by 0.02
to 0.04 in precision for
all recall levels,

Overall results are poorer
than regular feedback by
up to 0.06 in precision
for same recall, for all
the trimmed vectors

tried.

Overall results are poorer
than regular feedback by
up to 0.04 in precision
for any recall level, for
all the vectors trieAd,

Performance Analysis of Strategy I in
Comparison to the Regular Feedback

Performance

Table 2




VIII-35

COLLECTION NAME

SERIAL
NO. MEDLARS (Fig. 9(b)) CRANFIELD

1 Initial value chosen for n Correspondingly, initial value
is 40, being the recommend- of n = 62 is taken, bLoing the
ed average length of the average length of the document
document vectors. vectors in the collection.

2 Values 30, 40 and 70 for n = 20 is the only other cut-
n are tried., Ffor all n of f tried.
the P-R curves are better
than the regular feedback
curve for higher recalls,
which is probably what the
user desires. The iicrease
in precision at same recall
is as much as 0.12.

3 At low recalls, P-R curves For n = 62, the performance
fer all values tried for curve is almost equivalent
n  are worse than regular to the regular feedbachk
feedback ¢ 'rve by as much curve, while the average
as 0.08 .u precision. number of concepts in query

vectors drops from 114 to b1,

4 At intermediate recall The performance curve for
vaiues, n = 30 gives n = 2u gives consistently
better results while n = 40 worse results.
gives results-equivalent
to regular feedback.

5 Overall results are better Overall, for n = 62, the

than those obtained by
regular feedback at
desired high recalls, for
all values of n tried.

results are equivalent to
thiose obtained by regular
feedback.

Performance Analysis of Strategy I1 in
Comparison to the Regular Feedback terformance

Table 3
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COLLECTION NAME

SERIAL
NO. MLDLARS (Fipy. 9(c)) CRANFIELD

1 Initial value of m, dv rank Calculating from the dv-
cutoff is taken as 500, dv rank curve similar to
having between determined as is dcne for the MEDLARS
from the dv-dv rank curve collection, initial value
{(l'ig. 2), such that the cf m = 500 is obtained.
slope of curve at the ce s
cutoff falls below of ihi 23312203:idYalue
e = 0,00004,

In addition, the values
of 200 and 500 for m are
tried.

2 For high 2and intermediate For both values of m
recalls, m = 500 gives the tried, the retrieval per-
best results and gives formance is not better
performance consistently than that for the FDRK
better than that obtained iteration.
by regular feedback. The
increase in precision is
as much as 0.08 at any
recall level.

3 At low recall values, m = m = 500 gives the best
800 gives the best per- results approximating the
formance being within regular feedback curve.
0.04 in precision com- For this value of m,
pared to the regular average number of con-
feedback curve. cepts in the modified

fqv's is 32 compared to
114 in the regular fgv's.
4 The results are much At m = 500, the perform-

worse for m = 200, sup-
porting the theory that
the deletion of good
discriminator. spoils

the retreival performance.

ance is worse by upto 0.04
in precision at any
recall level.

[$.ad

Overall, m = 500 gives
the best results being
throughout better than
the FDBK's performance
while the average number
of concepts in the mod-
ified queries is just 1Y
compared to 109 of FDBK
queries

Overall performance is a
little worse than the
regular feedback perfor-
mance.

Performance Analysis of Strategy I11 in Comparison
to the Reguler Feedback Performance

Table U
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SERIAL
NO.

COLLLCTION NAML

MEDLARS (Fig. 9(d)) W

CRANFILLD

The value 30 for n is
used, as this gives the
best performance for
Strategy II. Similarly,
the values 500 and 800
for m, which give the
begt performance for
Strategy III, are used.

This experiment is not tried
beca. ~e observing the

resu.sts obtained for the
MEDLARS collection, it is
expected that the performance
of this strategy would be
almost equivalent to Strategy
III with only a very minor
loss in performance.

The results obtained are
similar to those obtain-
ed for Strategy III,
being only a little
worse,

The best results are
obtained for m = 800,

n = 30, when average
number of concepts in
the modified fqv's is
21 as opposed to 109 in
the regular fqv's.

Performance Analysis of Strategy IV in
Comparison to the Regular Feedback Performance

Table 5

»
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iii)

iv)

reduction is around 70% for the MEDLARS collection and
around 500 for the CRANFILLD collection.

The increase in precision at any recall level is yp to
0.12 for the MEDLARS collection while for the CRANFIELD
collection, the performance results obtained with elongated

and shortened fqv's are equivalent.
Strategy III

The use of this strategy for trimming the fqv's has
sesulted in an improvement in performance yp to 0.08 in
precision at high recalls, compared to the FDBK curve fbr the
MEDLARS collection. On the other hand, similar experiment
on the CRANFIELD collection, shows a consistent loss of
precision, being as much as 0.04. It should then be inferred,
for the time being, that use of this strategy may give
results anywhere in the range of a slight loss of performance
to an appreciable improvement in performance, the benefit
being that length reduction is from 70-80%.

In the case of both the collections, the initial values
of dv rank cutoff, m, arc chosen from the respective dv-dv
rank curves by comparing the slope of the curve to the value
of €& (here 0.70004), In both the cases, m, derived this way
happens to be around 500 and this value of m gives the best
results in both the cases. This supports the calculation of

m from the dv-dv rank curve in the suggested manner.
Strategy IV

As expected, the application of this strategy for reduction
in the length of the fqv's results in a minor loss of
performance compared to that of the previous strategy (Fig. 9(e)).
Suggested values of m and n are the ones calculated for

Strategy LII and Strategy II respectively.
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C) Comparison of the Four Strategies
The comparison of the four strategies is done in thrc:

different ways, in the following manner:

i) P-R Curves

Fig. 9(e) shows the comparison of the best P-R
curves -- one obtained for each of the four strategies,
for trimming the fqv's using the MEDLARS collection.
Fig. 10 shows the corresponding comparison for the
CRANFIELD collection. The deductions from these
figures are given below, separately for the two

collections.
a) MEDLARS Collection

1) Strategy III with m = 500 is the overall
best.

2) TFor this best strategy, at intermediate and
high recalls, the precision is better than that for
the regular feedback by as much as 0.08 at any

recall level.

3) At very low recall level, this strategy
gives a little worse performance than that for the

regular feedback.

4) The average number of concepts in the
shortened fqv's, using Strategy TII is only 19
compared to 109 in standard feedback query vectors -

a reduction of approximately 80% in the length.

5) Compared to this, Strategy I (Murray's
method) with 22 as the average number of concepts
in the reduced length fqv's, that is, with
approximately same 80% reduction in length, gives
consistently worse performance compared to the
regular feedback. The precision is worse by as

much as 0.06 at any recall level.

[
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6) For approximitely 70% reduction in length, even

Strategy I[I performs better than Murray's method.
b) CRANFIELD Collection

1) Among vectors with 50% concepts chopped off,
Strategy II with n = 62 and average number of concepts
equal to 51 is the best alung with the almost equivalently
performing Strategy I with 50% concepts removed, that is

with average number of concepts egual to 57 (Fig. 10).

2) With 70% reduction in the length of the vectors,
Strategy I (n = 30 and the average number of concepts = 32)
and Strategy IIT (m = 500 and the average number of
concepts = 34) are almost equival-nt in performance, though

Strategy I has a slight edge over the latter (Fig. 10).

3) All the strategies tried give a little loss of

up to 0.0% in precision but the average number of concepts
is reduced by 50-70%.

Overall Performance Indices

Here, four overall performance indices are compared
for the best P-R curves obtained. These indices are Normalized
Frecision, Rank Recall and Log Precision [7). Table 6 gives such
comparison for the two ccllections. The figures obtained,

substantiate the conclusions of the previous sub-section (i).
Individual Query Behavior
a) Necessity of the Analysis

The analysis done so far has clearly established that
for the MEDLARS collection, the reduced length fqv's
give superior performance compared to the regular feedback
with its elongated fqv's. Thus, one gets the advantages
both ways -- smaller search costs because of the reduced

length vectors and better retrieval performance. Moreover,
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TYPE REDUCLD LENGTH 1ST FLEDBACK QULERY VECTORS

OF

g SEARCH | ORIG QUERY | 1st FDBK

g VECTORS QUERY STRATEGY | STRATEGY | STRATEGY | STRATEGY

o - VECTORS I II 111 v

0 SURE .

RMANCE n=30% n=30 m=500  |m=500,n=30
NORM RECALL 0.6563 0.7646 0.7134 0.7502 0. 779 | 0.7594
NORM PRECI-

SION 0.5898 0.7301 0.6912 0.7234 0.7497 | 0.7333
RANK RECALL 0.134%9 0.2513 0.2278 0.2354 0.2335 | 0.2377
LOG PRECI-

SION 0.4837 0.6165 0.5837 0.6205 0.6268 | 0.6272

(a) MEDLARS Collection

TYPE REDUCED LENGTH 1ST FDBK QUERY VLCTORS
OF
g SEARCH | ORIG QUERY | ist FDBK
R VECTORS QUERY STRATEGY ~ |STRATEGY | STRATEGY | STRATEGY
F VECTORS I 11 I11 IV
O SURE
RMANCE \\\ n=30%(n=50% | n=62 m=500
NORM RECALL { 0.7496 0.8178 | 0.7997 |0.7983 | 0.8216 | 0.7933 -
NORM PRECI-
SION 0.6125 0.7353 | 0.7178 |0.7180 | 0.7384 | 0.7172 -
RANK RECALL | 0.2048 0.3312 | 0.3199 |0.3249 | 0.3308 | 0.3261
LOG PRECI-
SION 0.4330 0.5712 | 0.5596 {0.5637 | 0.5689 | 0.5598 -

(b) CRANFIELD Collection

Comparison of the Performance Indices for the
MEDLARS and the CRANFIELD Collections

Table &
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Murray's method (Strategy I) is worse with a poorer

retrieval performance.

On the other hand, the comparatively worse
performance reflected by the P-R curves for the
CRANFIELD collection for Strategy III is somewhat
unexpected. However another surprise occurs, when
one looks at the Table in Fig. 10 and finds that for
the whole query collection, the total number of
relevant retrieved documents among the top 10 ranks
compared with those among the top 30 ranks are
405/574 for Strategy III and 392/560 for Strategy I
both for approximately 70% reduction in the length of
-rectors, compared to 406/567 for the regular feedback.
Therefore, if one considers the total number of
the relevant retrieved documents as a criterien for
the better performance, Strategy III really is the
better of the two. The use of the total number
of relevant retrieved documents as a criterion of
retrieval performance is justified when one comsiders
that from the user's point of view, the number of
relevant among the retrieved documents is the more
important thing; the rank of a relevant among the
retrieved documents is a secondary consideration.
Yet, the ranking of the relevant documents among the
retrieved affects the P~R curves to quite an extent,

making the true evaluation a little difficult.

This situation is further complicated by the
undesirable "ranking effect" during feedback [8].
Most of the relevant documents used for positive
feedback improve their ranks after the feedback
iteration. This helps in improving the P~R curve

which shows a better performance, even though from
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the user's point of view, no improvement has taken
place. This is so because he has already seen these
relevant documents and it does not give him any new
information if these very documents improve in their
rankings. We will give the name "positive ranking

effect" to such a "ranking effect".

In addition, '"megative raaking effect" could
also occur. Suppose that after feedback, the relevant
retrieved documents tha. the user has already "seen"
decrease in ranks. This could happen, for instance,
when relevant documents are located in two distinct
regions of the document space and when one group is
retrieved, the other is not. This results in a
decrease in retrieval performance shown by the P-R
curve, even though from the user's point of view it
does not. Again, he is not concerned with whatever
happens to the ranks of the documents he has already

seen.

Ail this calls for a more detailed analysis of
the iicividual query behavior, so that a truer
pictu.e of the actual improvement in retrieval

performance can be formed.
CRANFIELD Collection -- Query Behavior
1) Effect of Various Concepts on Retrievability

Table 7 shows the effects of various concepts
on retrievability of the individual queries for the
CRANFIELD collection. From the whole query
collection, three typical queries, called of
Type A, B and C respectively, are chosen as
examples. Using queries of Type A, the performance
of Strategy III is better than that of Strategy I
while the reverse is true for queries of Type B.
Furthermore, queries of Types A and B show how
the presence of good discriminating concepts and/or

the absence of poor discriminators helps in the
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improvement of retrieval performance. This is

a pleasing result because it supports the hypothesis
used as a basis for this project. However, there are
comparatively very few queries of Type C, which

shows that sometimes concepts with numerically high
dv ranks (relatively poor discriminatorz) are

more important in improving retrieval performance
than the ones with numerically low dv ranks
(relatively good discriminators). One can conclude
that even though the theory of dv's is not completely
foolproof, yet in the majority of cases it decides

the state of affairs,
2) "Ranking Effect” and Retrievability

To determine the influence of the "ranking
effects" -- both positive and negative, the
documents retrieved by queries for the best case
(that is, for the best parameter) of each of the
strategies tried, are examined query by query for
the whole of the query collection. The procedure
used has been to note the ranks of the relevant
documents retrieved in the ORIG iteration among
the top 10 ranks (denote the set of these documents
by 3). As these are the documents used for
positive feedback (in the present series of
experiments) and thus have already been "seen" by
the user, the ranks of these same deocuments of
the set S are observed in the retrieved documents
obtained for the other iterations. If the ranks
of these documents have increased compared to
their cerresponding ranks in the retrieved
documents of the ORIG iteration, during any of the
regular or a modified feedback iteration, the
results for this Iteration suffer from the "jmnsitive

ranking effect", that is the performance has been
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c)

overestimated compared to what it should be.

On the other side, if the rank of any document
of the set S decreases compared to its rank in the
retrieved documents of the ORIG iteration, durihg any
regular or a modified feedback iteration, the results
for this iteration have the influence of the '"negative
ranking effect". In other words, the performance has

been underestimated compared to what it should be.

Table 8 depicts the documents retrieved by tw.
typical types of queries, called Type D and Type L,
affected by such biases. For both the queries, the
performance obtained for the I'DBh iteration does not
suffer from any appreciable ranking effect, that is, .
the documents of the set S basically retain the same
ranks among the top 10 in the FDBK iteration as in the
ORIG iteration's retrieved documents. For the query
of Type D, comparatively the Strategy III retrieval
results get underestimated while for the qQuery of Type
E, comparatively the Strategy I results get under-
estimated. Since, the Type D queries are approximately
20 in number compared tc approx.iinately 4 of Type E
queries in the whole collection, it is concluded, that
the Strategy III results remain somewhat underestimated

compared to the Strategy I results.
MEDLARS Collection -- Query Behavior

The effect of the various concepts on the retrieval
performance for the MEDLARS collection is found to be
similar to the findings for the CRANFIELD collection.

It is, however, surprising to find that for the
MEDLARS zollection, the queries of Type E are absent, while
there are at least 5 instances of the queries of Type D.

Thus, the Strategy III1 results remain underestimated compared
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QUERY D E
TYPE '
2 TRATEGY 1 ORIG ] III I ORIG I1I
RANK
1 luR:;Hﬁif'lR::’ 14R 270R 215 270R
2 iR 14R 1R 340 217 335
3 218R @—=—218R 209 245 269 ZBQSR
4 258 13 N 237 3usR—"1 " 226
5 261 238 266 228
6 57 372 265 269
7 260 227 268 227
8 282 226 2 321
9 209 17 264 38
10 253 18 247 328R
11 86R 16 369R 243
12 166R 242 246 241
13 263 244 371R 324
14 47R 246 338 320
15 24 225 238 369R
16 207 267 370R 238
17 151 228 240 325
18 91 243 242 245
19 262 339 2u5 217
20 11 268 337 333
21 252R 370R 267 313
22 259 374 336 225
23 248R 217 374 330
24 251R 241 216 339
25 hiy 344 237 323
26 34 341 342 334
27 271 L 335 314
28 - 250R 345R 34y 322
29 206 373 327R 326
30 85R 371R 243 312
>30
R Negative "ranking effect" is |Negative "ranking effect" is
E more pronounced for this querylmore pronounced for this query
M using Strategy III than using |using Strategy I than using
A Strategy I. Strategy III.
R Thus comparatively the Actually only positive
K Strategy III results get "ranking effect" occurs using
S underestimated. Strategy III.
Thus comparatively the
Strategy I results get under-
estimated

Demonstration of Positive and Negative "Ranking Lffects"
Occurring during Document Retrieval by Peedback Queries
for the TRANTIELD Cellection,

Q e .
T oy,
Table & '
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to the Strategy I results for the MEDLARS collection also.
In spite of these odds, the Strategy III results have been
better.

D) Overall Comparison of the Four Strategies

Comparison of the vector trimming strategies by the P-R curves shows
the Strategy III to be superior for the MEDLARS collecfion -~ it gives a
performance better than the regular feedback while the average number of
concepts in the modified fqv's are just 20% of the original lemngth of the
regular fqv's. Strategy I (Murray's method), on the other hand gives con-
sistently worsé performance. This is true in spite of the fact that the
strategy III results get underestimated in comparison to the Strategy I
results as shown above.

For the CRANFIELD collection, the performance shown by the P-R
curves for Strategy III is worse than the regular feedback performance though
almost equivalent to the performance for Strategy I. But, the individual
query behavior and the actual total relevant retrieved documents (among the ,
top 10 ranks / the top 30 ranks) for the whole query collection using
Strategy TII (405/574) compared to those for Strategy I (392/560) and the
regular feedback (406/567), show the Strategy III performance to be almost
equivalent to the regular feedback performance.

This shows that Strategy III may be used for reducing the lengths
of the elongated fqv's with almost equivalent or better retrieval performance,
while Strategy I always results in some degradation of performance compared
to that of the regular feedback. Whenever vectors of fixed length are
desired, Strategy II or Strategy 1V may be used -- the latter being a little

better.
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One remarkable point about all-the strategies is that a
reduction in the lengths of the fqv's by even 80% maintains the
performance much closer to the regular feedback (FDBK) rather

than to the original (ORIG) iteration.

8. Discussion

In view of Murray's work on the construction of superior
profiles [2] and in view of the present study, a few interesting
questions arise concerning the initial indexing process and the
application of the length reducing strategies used in conjunction
with the various indexing methods. The purpose of this Section is to
discuss such problems and propose some solutions.

Murray suggests using a shortened frequency ranked profile
and finds that using a few broad weight categories, typically four,
gives performance equivalent to that obtained by using a larger
number of weight classes as in the standard weighted vectors.

Even though Murray's work concerns the profile vectors, it would

be expected that his results could be carried over to the indexing
process for the vectors in general. Some experiments in document
retrieval, using Murray's ideas, might prove the validity of this

assumption, which is made in the following discussion.

A) Shortened Frequency Ranked Vectors

Murray's construction of the shortened frequency ranked vectors
is performed by first forming the frequency ranked vectors and then
deleting the lowest weight ¢ ncepts. Tt is easy to see that Strategy
ITI, in addition to Murray's strategy, can alsc be used for reducing

the lengths of the frequency ranked vectors. This is so, because
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the only difference between these and the standard vectors is in the
formation of the c-w pairs to represent the vectors; there is no

difference in the structure of the vectors.

B) A Few Categories of Weight Classes

An interesting question is: which length reducing strategy should
be used when considering the vectors using only two or four weight classes?
Here, using Murray's strategy of chopping off iow weight concepts could wipe
out some lower weight classes completely. If only one weight class is left,
“he resulting vector is equivalent to an unweighted vector (multiplied by a
constant), which, according to Murray, could result in decreased retrieval
performance. In such a case, a length reducer like Strategy III could be
useful. This would, hnpefully, retain all the original weight classes --
the idea being that it gives a chance of "survival" to the lower weight
but good discriminating terms to show their worth in subsequent retrieval

operations, e.g. during feedback.

C) Use of Negative Dictionaries

The best adjudged method for reducing the lengths of the fqv's is to
retain the best discriminating concepts in each vector above an appropriately
chosen cutoff m (Strategy III). Deleting the poor discriminators from each
vector suggests the use of negative dictionaries. One idea that occurs is
to initially index the documents and the queries utilizing Crawford's [u]
negative dictionaries which use the same dv rank cutoff m as the one
determined for use in Strategy III. In that case, since no vector can have

concepts above dv rank cutoff m at any time, there is no need for using
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length reducing Strategy III (or any other) at any stage of the
retrieval processing. This would save computation time in addition
to usual savings in storage and searching costs. The aim here is
to examine the usefulness of this idea.

The above possibility is depicted by the flowchart in lig. 11(a).
On the other hand, Fig. 11(b) shows both the use of a negative dictionary
with a dv rank cutoff m' at the Ind2xing stage and the use of a
length reducer with a smaller dv rank cutoff m to shorten the
length of Fhe fqv's.

In one of his experiments using the MEDLARS collection and a
negative dictionary construction algorithm, Crawford has studied the
effect on the retrieval performance of deleting poor discriminators
from the document and the query collections. He concludes that for
the MEDLARS collection, @ dv rank cutoff of m' = 1000 for the negative
dictionaries is the best in the sense that there is very little change
in any of thé performance measures for the dv rank cutoff between 1000
and 5940, while the performance decreases sharply by deleting the

concepts below the dv rank cutoff of 1000.

In this projact, a dv rank cutoff of m = 500 was found
optimal for using Strategy III to reduce the lengths of the fqv's.
It seems that for the same collection, m would be < m'., If

m = m', then using this cutoff in the negative dictionaries avoids
the use of Strategy III for subsequent length reduction of the fgv's
(Fig. 11(a)). If m'>m, a comparison between the performance must be

obtained for the processes shown by Figs. 11(a) and 11(b). We examine the

two possibilities specifically for the MEDLARS collection and take

o e -
o5 Cl.;ﬁ
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m = 500 and m' = 1000 based on previous experiments.

P

1. ‘rawford's results show that the retrieval performance
obtained by using the dv rank cutoff of 500 in the negative dictionary
(Fig. 11(a)) is appreciably wor:e than the retrieval performance
obtained by using the corresponding cutoff of 1u0( (Fig. 11(b)). This
implies that after the original document search of Fig. 11(b), the
relevant documents retrieved would be more in number and/or have ranks
higher (numerically lower) than the corresponding relevant documents
retrieved using steps in Fig. 11(a). Thus the fqv's formed by using
positive feedback at stage R in Fig. 11(b) would, in general, be
better formed and be composed of comparatively more concep%s above

dv rank of 500 (the pest discriminating concepts) than in the fqv's

at stage $ in Fig. 11(3)-

Moreover, trimming the fqv's of stage S by a length reducer
employing a dv rank cutoff of m = 500 would retain all those concepts
above dv rank 500 in reduced length fqv's (at stage T in Fig. 11(b))
that are present in the elongated fqv's originally. Thus the number
of the best discriminating concepts (the omnes above dv rank 500) in
the reduced length fqv's at stage T (Fig. 11(b)) would be more than
in the regular fqv's at stage R (Fig. 11(a)). Because the concepts
with dv ranks above 500 are the ones that most affect the retrieval
p;;formance (Fig. 9(c)), this means that performance of the process
depicted in Fig. 11(b) should be better than or at least equivalent to

that of Fig. 11(a).

LA
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2. Secondly, using a smaller dv rank cutoff of 500 at the
indexing stage could completely zero out some queries at stage P in
Fig. 11(a), while the probability of this happening at stage Q in Fig. 11(b}
after using a dv rank cutoff of 1000 in the negative dictionary is
comparatively smaller. Furthermore, the query that gets wiped out at
stage P in Fig. 11(a) has a lesser chance of getting zeroed out after
reducing the length of the corresponding fqv at stage T 1in Fig. 11(b).
The reason is that the fqv formed at stage S would, in general, have
more concepts above dv rank 500 compared to the original query vectors
of stage L.

The conclusion is in favor of using the processing steps of
Fig. 11(b) rather than those of Fig. 11(a). In other words, the performance
would be better by using a relaxed dv rank cutoff in the negative dictioraries
at the indexing stage followed by a subsequent length reduction of the
vectors using a stricter dv rank cutoff rather than using the stricter
cutoff in the negative dictionaries while aveoiding to use any length
reduction of the vectors later on. The exact tradeoffs between the improve-
ment in retrieval performance and savings in computation time should be

further investigated experimentally.

D) Ideal Indexing
An ideal indexing would be the one in which the weight of a concept
is a true indicator of the worth of the concept with respect to the particular

document collection and with respect to other concepts in the =amne vector.

" An indexing method, it seems, should consider the frequencies and the

distributions of all the terms in the collection. In this regard, use of

the dv of a term by the indexing process is important, because dv of a term

e e

o )
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not only depends on the frequency and the distribution of that
term, but also on the frequencies and the distributions of all
the other terms in the collection [u].

If such an indexing scheme is used, then Strategy III for
reducing the vector lengths would not e appropriate, The reason
for this is that the term dv's have already been used in determining
the true overall weights of the concepts in the particular context,
and therefore it would seem more reasonable to chop off the low
overall weight (and thus truly unimportant ) terms rather than to use
the dv's of the concepts again to help in reducing the vector lengths.
In such a case, Murray's method (Strategy I) which eliminates the
low weight concept: from elongated vectors, would be a good choice

for reducing the vector lengths.

9. Summary and Conclusions
This study has made an attempt to use the dv's of the concepts

to help in

a) reducing the lengths of the elongated vectors (the fqv's,
in particular), and

b) the reinforcement of feedback.

Questions that arise in view of this work and the previous
work in indexing, especially that by Murray [2], are examined.

The specific conclusions are:

LR S
o)
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v)

vi)

Strategies for controlling the lengths of the fqv's and
based on using the knowledge of the dv's of the concepts

have been found quite successiul.

In particular, a length reducing strategy based on retaining
the top best discriminating concepts only (Strategy IIT of

this report), has been adjudged to be the most successful.

This results in reducing the lengths of the vectors by 70-80%,
thus saving on the storage and searching costs while at the
same time attaining better or almost equal performance than
that obtained with the elongated fqv's of Rocchio-type feedback.

In comparison, Murray's strategy results in decreased performance

than the regular feedback for the experiments conducted.

When fixed length query ve.tors are desired after trimming,
Strategy IV is useful and it gives only a minor loss in

performance compared to the best adjudged Strategy III.

An interesting fact is that, the use of any strategy for

80% length reduction of the fqv's results in retrieval performance
being much closer to the regular feedback with elongated vectors
than to the performance of the original iteration without feedback.
This means that all the strategies tried are good in the respect
that they retain much of the benefits of the regular feedback

with at best a comparatively little loss in performance.

It is observed that Strategy III could be useful when used along
with Murray's proposal of using only a few, typically four,

broad categories of weight classes.

It is shown that the retrieval performance is better using a

relaxed dv rank cutoff in the negative dictionaries during initial
indexing stage followed by a subsequent length reduction of the vectors
employing a stricter dv rank cutoff rather than using the stricter
cutoff in the negative dictionaries while avoiding to use any

length reduction of the vectors later on.

.
; o
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One should note that for a large-scale application of
Strategy III as a length reducer, many of the experimental details
would be saved if all the concepts occurring in the document and
the query collections are renumbered in their decreasing dv order.

A final remark is that the results of this project tend to
support the view that the dv's and the frequencies of the concepts
are Important in determining the indexing process and should play

a joint role in the design of an ideal indexing scheme,

ill,.
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The Shortening of Profiles on the Basis of
Discrimination Values of Terms and
Profile Space Density

Marc A. Kaplan

Abstract

The problem of long profile vectors which naturally arise .
in a clustered file environment is discussed. A method to reduce
profile length is suggested and tested. The method involves
eliminating those concept weight pairs whose concepts have poor
discrimination values as defined previously by Bonwit and

Aste-Tonsmann.

i. Introduction

Any information retrieval system which is to operate on a
large data base and which is to provide on-line service to users
must be designed to provide reasonable response time for the user.

In a SMART: like [1] environment where documents and queries
are represented as vectors of numbers and a query-document correlation
function must be computed to evaluate the degree of similarity
between each query and document one cannot hope to compute all of the
correlations between a given query and every document in the
collection and still give the user reasonable response time. Therefore,
one seeks strategies which will reduce the number of correlations
which must be computed before the retrieval system can produce an

"answer".



One such strategy is to use a clustered file organization for
the document space. 1in this organization whole groups of documents,
called clusters, are represented by one pseudo-document, called the
centroid or profile of the cluster. The centroid of a cluster is supposed
to be representative of all the documents in its cluster. Thus the
system need only correlate a query with all of the centroids in the
document space and then with all of the documents under those few centroids
which seem most promising rather than with each and every document in the
entire collection.

One problem with clustered files is that the profile vectors are
often unreasonably long, that is, the profile vectors contain many non-
zero entries. Since in a usual implementation only the non-zero terms
are stored, long vectors require more storage than vectors with few non-
zero concept weights. (Typically vectors are stored as lists of non-
zero concept-weight pairs rather than as a list of ordered weights, one
for each possible concept number.

These long prcfile vectors occur because the profile, P, or a
cluster is usually given by a formula such as:

(1) P=) D./n,

i i"71
where i ranges over each document in the cluster.

. .th
Di is the 1 document vector

n. is some non-zero normalizing factor
Thus the profile of a given cluster has as many different non-zero concepts

as there are distinct terms in the whole cluster.
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Not only do all of these non-zero terms require considerable
storage but they must also certainly increase the time required
to corpute a correlation value. This is so since all the concept-~
weight pairs in the profile vecter must be read into the computer
and then checked against all of the 2oncepts in the query vector,
Even if none of the concepts match, the given correlation algorithm
must at least search through the long profile vector to determine
this.

So one must naturally ask if there is any way by which one
can "shorten" the profiles of a clustered collection of documents
without app' :ciably degrading the performance of the system with
regard to recall and precision levels. If this coul. be achieved
one would have a péfter retrigval system than the original system
with long profiles since storage and CPU time would be conserved and
the user would be served faster.

Experiments made by Murray [2] suggest that one can indeed
shorten centroid vectors merely by deleting some of the concept-
weight pairs. He states:

"... profiles -an be subjected to considerable deletion of
low weioht ..ic~z frequent) terms with little change in the
quality o* cesrch output,.. Experiments... indicated that
the deletion oi R0% of the lowest weight terms drops the
*.C-PF only 4% to 5%."

Murray's approach is local. He examines exuch profile individually
without considering the others and deletus those terms of lowest
frequency. Might not some high frequency terms also be good
“ubjects fer deletion? Murray says:

"On the other hand, an attempt to remove or combine related

occu: ences of high weight profile terms results in much
poorer performance. Such procedures are to be avoided,"
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In this paper the experiment is based on a different approach
towards finding the appropriate terms to delete from the profiles of a
collection. What is desired is a technique for finding terms which are
not important or mav even be detrimental in computing query-ceatroid
correlations. The experimenter does not wish to prejudge that terms
should be deleted simply because they are of high, low or medium frequency.
Nor does he want to guess how many terms should be deleted or kept. What
then is ue to do?

Bonwit and Aste-Tonsmann [3] have conducted research in the
construction of what they call "negative dictionaries", that is lists
of words which are best not considered as éoncepts in a collection of
documents ; which are best deleted from document vectors. OCne:may ask

whether their technique might not be applicable to *“he present problem?

2. Density and Discrimination

Bonwit and Aste-Tonsmann define document space density Q as:

(ii) Q=

e

-4 [

cos(P,D.)
j=1 ]
where N = number of documents

Dj-‘- the jth document vector

P = centroid of documents given by (i)
with n, = N for all i

cos is the usual cosine correlation function
as used in the SMART system

Now define wvector VI as vector V with the set I of terms

deleted (that is, set to zero). Then Q» the density of the document
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space with the set I of terms deleted is defined as:

N 1 I.I
(iii) QI = E cos(P ,Dk)
where k ranges over the set of integers for which

Di is not identically the zero vector

N' = number of documents for which Di is
non-zero (usually for small sets I,
N' = kNQ)

The discrimination value, a s of term k is now defined to be:

(iv) a = 100 * (Q - Q)/Q where K = {k}

The g?eater the value of s the better the discrimination value of
term k is said to be. Intuitively if 3, is large and positive then
the deletion of term k from the document set causes t.. space to
"contract", thus term k is thought to be a good term, necessary to
help distinguish one document from znother. If a is close to
zero then the deletion of term k should not affect the document .
space significantly at all. Finally if a is negative then term
k is a bad discriminator, its deletion will almost certainly
improve the document spacel

What one seeks is to find the optimum deletion set of terms,
I. The hypothesis is made that that set I for which Q; is
minimized should be the "best" set of terms to delete.

In their experiments Bonwit and Aste-Tonsmann attempt to

construct set I in the following way:

1. Compute a, for eacn term k.



IX-6

2. Construct an ordered set K, K=(k1,k2,...,kt), such that

a Z 3y for i = 1,2,.0.,t-1, where t is the number of
unique terms in the document space.

3. Let K= (kp+1, P+2,...,k ). Note that KO = K and Kt = the

empty set. Kp is the set of all but the best p discriminators.

4. Now one assumes that in a good deletion set, I, one should
want the wcrst discriminators, that is one only wishes to keep
the best, say p, discriminators as terms in the document
space. Thus the problem of finding which of the 2t subsets
of K to use as the deletion set is reduced by the above
assumption to finding which of the t subsets of the type
Kp to use as a deletion set.

8. Find p to minimize QK « Then I = Kp is the desired deletion
)%
set.

Bonwit and Aste-Tonsmann found that for the particular collection
with which they worked that Kp was indeed a good deletion set. Retrieval
performance as measured by normalized recall was actually improved by
deleting the set of terms Kp. In fact, they found that for a sequence
of document spaces, each given by deleting more and more of the "bad"
discriminators, normalized recall was greatest almost at the point where
QK was minimal.

i One should notice that the deletion set Kp as computed above
does not depend on any parameters external to the document space itself.
There is no need to choose any frequency cutoff value nor is it nacessary

arbitrarily to decide the percentage of the original terms which one

wishes to keep.

-y Lt
o & C2
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3. Experimental Design

Tﬁe discrimination value approach is applied to the problem
of long vectors by considering the set of profile vectors, apart
from the rest of the collection, to be a document sypace. The
algorithm given in part 2 is then applied to the set of profiles

. in order to compute the hopefully “optimum" deletion set Kp.

Existing FORTRAN programs [4] were modified by the experimenter
so as to automatically compute the values QKi for 1 = 0,1,...,4h,
where h equals the number of positive discriminators. The smallest
“alue of 1 which minimized QK1 was considered to be p, the optimum
number of positive discriminators to retain in the collection of
profiles.

Having computed p the profile vectors were then modified
by the deletion of all but the best p discriminators.

(It should be pointed out that the procedure actually used
in computing the values, QK » 1s not precisely the same algorithm as
given in part 2, although the results which are obtained in using
the FORTRAN procedure are believed to be well described by the
procedure given in section 2. The actual computations that are made

are done by first computing Q in a straightforward manner, but

some of the results of necessary intermediate calculations are

R

retained. Then a simple and quick computation of the values of
o is made by recomputing just a few intermediate values. 6nce
the values of a are computed, they are sorted and a note is made
of how many positive values exist. Now to compute the valuzs, QK ’

1

the program first computes QK and saves some intermedic:e results.
1

b L
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The successive valuc  of QK ’QK oe e oQ are computed one after another

by merely accounting for theQeff:ct of zgding but one more term to the
profile spaca. The interested reader is referred to the program-listing
if he wishes to see the details of the computation.)

l'or each collection used in the experiment two sample searches
were made. The first search was run with the original profile vectors.
The second search was run with the modified profile vectors. Except for
the use of different profile collections, the SEARCH routine of the SMART
system, on which these tests were made, was given the same search parameters
for each of the twe runs. SEARCH results were compared using routines
AVERAGE and VERIFY.

Two different collections were used in this study, both are
available on disc packs on the Cornell University 360 computing system.
The first, the document collection called ADIABTH DOCS was used along with
its associated TREE1l, the original profile collection, and QUESTS, a set
of queries for which relevancy decisions have been made externally to
the SMART system (82 documents, 35 queries and 13 profiles). The small
size of the collection allowed for economical debugging of programs and
the experimental procedure. Results obtained with this collection were -
encouraging enough to warrant the use of a larger collection for further
study. g

The second collection used was CRN4S DOCS(u424 decuments), QUESTS30
(30 queries), and KTREE (29 profiles). The KTREE centroid collection
was created especially for this study by the experimenter, using the

CLUSTER routine of the SMART system. (See computer run contained herein

‘ K, . :
PR |
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for a description of the parameters used to create the profile collection.)
This collection was used because it was the largest available collection
which the experimenter could afford to use that was easily accessible on

the SMART system.

4. Experimental Results

The results of the experiment are promising. As shown in Table 1
the storage requirements, in bytes, for the profile collections as maintained
in the SMART system have been cut by about 30%. Also the number of concepts
in the longest profile in a profile collection is cut by 33% in the case
of the CRNu4S collection and 47% in the case of the ADIABTH collection.

Recall and precision performance is meanwhile hardly affected at all.
In the case of the CRN4S collection recall level averages are almost identical
for searches using the two different centroid collections, with perhaps a
slight advantage gained by using the original centroid collection instead of
the modified collection. However, the results of the VERIFY routine would
indicate that the difference is likely due to chance. (The overall chi-square
measure was greater than .9989 for each of the three statistical tests useu:
t-test, sign test, Wilcoxon test). Document level averages are also non-signifa-
icantly different for the CRN4S collection. (Compater output gives a chi-
square of 1.0000 for each test.) For the ADIABTH collection examination of
recall level average curves seem to show a slight trend towards the modified

tree giving slightly lower precision in the low recall region of the curve and

b X
£
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for CRN4S collection ADIABTH collection
profiles # of bytes largest # of # of largest #
used profiles required # of terms prof's bytes terms
original 29 77836 897 13 3932 76
medified 29 52408 597 13 2792 40
savings 25428 300 1140 36
% savings ' 33% 33% 29% 47%

Storage economies

Table 1

. T
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higher precisior in the high recall region of the curve, as compared to the
results obtained with TREE1. But the significance tests show that this
difference is perhaps 50% due to chanée.

Glancing over the term statistics for terms thrown out and terms
kept one can find terms of relatively high, low or medium frequencies for
both collections which were either kept or deleted. This holds for both
document frequency (number of profiles in which the term in question occurs)
and overall frequency (summed weight of term throughout profile ccli.ection).
Thus it appears that Murray's suggestion that high frequency terms should
never be thrown is not necessarily to be followed in the future. The
suggestion arose because Murray, in only looking at the profiles locally,
could not tell whether or not a high frequency term was a good discriminator
or a bad one, while it happens that for the most part low frequency terms
are usually poor discriminators. The procedure suggested herein however,
by its very definition, considers terms as they affect the profile space
globally and hence can distinguish between "good" and "bad" high frequency

tems.
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On Dynamic Document Space Modification
Using Term Discrimination Values

C.S. Yang

Abstract

Brauen's algorithm for dynamic document space modification
has been shown to improve retrieval effectiveness. He adds new
terms to document vectors and some terms in the document vectors
are increased in weight. 1In this study, term discrimination
values are utilized so that on}y good terms are either added to
documents or increased in weight. This can keep document vectors
relatively short and poor terms are prevented from overriding
good terms. The storage and retrieval effectiveness for a new

version of the document space modification algorithm is studied.

1. Introduction to Dynamic Document Modification and Term

Discrimination Values

In the SMART system, each document or query is represented

by a vector. Deccument vectors may be constructed by elaborate
manual work or by automatic methods. WManual construction may produce
better results, but it requires too much human effort. The tendency
therefore is to construct document vectors automatically by utilizing
document abstracts and a dictionary, where the dictionary itself

may also be constructed automatically. As a result, the well-




formation of automatically constructed vectors is questioned. Besides,
Brauven [1] states that "even though the vocabulary in many scientific
fields is essentially standardized, it does not remain constant over
time. Vocabulary in fact changes with new developments, new personnel,
and other factors. As a result, document vectors, which are reasonably
well defined at one time, may appear to be ill-defined five years later.
Given a group of users knowledgeable in some field and given that these
users submit a set of roughly similar queries, one might then expect
that similar sets of documents will satisfy all these queries. A
strategy desighed to "group" document vectors about the user queries
to which they are relevant may then aid the retrieval performance of
similar queries submitted in the future."

These consideraticons motivate the desire to modify document vectors
by user's opinions. Brauen has suggested the following algorithm for

Dynamic Document Space Modifjcation (DDSM):

1) An initial query q, is submitted and processed. Relevance
feedback iterations are perfcrmed until some modified query
q, returns a list of documents satisfactory to the user.

2) Each relevant document vector identified by the user during
the feedback process is then modified as follows:

Let D be a document relevant to qo.

a) If concept Ci belongs to 9, but does not belong to

D, then add C, to D with weight D' = BETA. (1)
b) 1If concept Ci belongs to both 9, and D, then modify
p* by
ot = pt + camMa # (120-p%) (2)

-
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c) If concept Ci belongs to D but does not belong to
Qg then medify Di by

D

oo .
Dy =D; -~ (g + 1 3)

Brauen has shown that this algorit'm does improve retrieval

performance because documents tel. .0 center around those queries

to which they are relevant, ([1] But two qQuestions need to be considered:

1) From equation 1, new terms are added to the document vectors.
After the document space is modified by many queries,

is it possible that so many new terms are added to

the document vectors that the vectors are unreasonably
long? If so, document storage becomes a serious
problem. On the other hand, the COSINE correlatio-x
between two vectors is a term matching process. It
takes more time to calculate the correlation between
longer vectors.

2) Are all terms in the original queries good ones? 1If
this is not necessarily the case, is it wise to judge
the usefulness of a term which is in the query but not
in the document before the term is added to the document
vector? Similarly, is it wise to judge the usefulness
of a term which is in both the query and the document
before it is increased in weight?

With respect to the first question, several observations
are made based on experiments using the CRN4S DOCS document space
(424 documents) and CRNuS QUESTS query space (155 queries). The
results of the earlier experiments show that many documents are

significantly increased in length., A twvpical example is the

‘ flﬁ -
Q & an w2
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following:

Query 4 has 12 concept terms and document 18 has 76. Query
4 retrieves document 18 as a relevant document with rank 6. Eight terms
in Query 4 but not in docurent 18 are added to document 18. Later on,
Query 5 also retrieves document 18 with rank 6 as a relevant document.
S7ven terms are added to this document. Document 18 thus increases
from 76 terms to 91 tarms after being modified by only two queries.

When a document vector has been lengthened to a certain extent

L 3 L 3

is it possible that relatively few new terms will be added to it? To

" obtain an estimation of this, consider how the longest vector (document

234) in CRN4S DOCS behaves. This document has 186 terms. Query 23
retrieves it with rank 5. It is found that 6 out of the 8 terms in
query 23 are not in document 234. If a long vector is lengthened so

quickly, an originally short vector (short vectors in CRN4S DOCS have

- lengths of about thirty terms) will probably double or triple in length

after being modified by many queries.

The above arguments support the desirability of limiting document
lengths. A natural way to do this is to modify Brauen's algorithm so
that only good terms are added to documents (by equation 1) and poor
terms are deleted from document vectors (by equation 2).

The "goodness" of a term was first studied by Bonwit and
Aste-Tonsmann [2]. A term is considered to be a good term, i.e., a
discriminator, if its distribution is such that it serves to distinguish
or discriminate among documents in the collection. Otherwise it is a
non-discriminator. For example, if a term occurs in almost all documents
in a collection, it may not be a good discriminator since it may have
little effect in distinguishing among the documents.

« T}
¢ a. O



A formulation of a verm discrimination value functicn
developed by Crawford [3] is introduced as follows:

Let D1, csey DN be a collection of N documents. Fach
document, Dy, is represented by a vector Di = (Dii’ Di2’ ceey DiM)
where M is the number of terms in the dictionary for the collection

and D.

13 is the weight of concept j in document 1.

The centroid vector, C = (cl’ ceey CM)’ of the document
collection is defined as

N

1 3
Cj'_"N-ZDij J =1, 2, cauy M

The Compactness, Q, of the document collection is

N

Q= I cos(c, Di)’ 0<Q=< 1.
=1

=l

i
The Compactness of the document collection with term i deleted
is

coscet, ot

y
321 3

LU e 4

"
- X3

Q

where C' and D§ are respectively the centroid vector and jth
document vector with term i deleted. The Discrimination value,
Vi' of term 1 is defined as

Q. _ Q

l-—

i Q

% 100

Since a good term can distinguish among the documents, its

existence makes the document space more sparse, i.e., less compact.

« 5
.
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“Then Q > Q for a good diseriminator Ci'

Conversely, a poor term fails to distinguish among the documents,
its existence makes the space more compact. Then Q; < Q for a poor
discriminator Ci.

So, the higher the discrimination value for a term, the better
discriminator it is. If Vi < o for term Ci’ Ci is called a non-

discriminator.

The above theory therefore generates a coefficient proportiounal

to the usefulness of a term.

2. Dynamic Document Space Modification Using Term Discrimination Values
The following modified version of Brauen's algorithm is proposed

to alleviate the problems mentioned before.

1) An initial query R is submitted and processed. Relevance
feedback iterations are performed until some modified query
q, Treturns a list of documents satisfactory to the user.

2) Each relevant document vector identified by the user during
the feedback prucess is thea modified as follows: let D be
a document relevant to 9 -

a) Concept <C, belongs to g but does not belong to D.

i
If Ci is a good discriminator then add Ci to D
with weight D® = BETA.

b) Concept C; belongs to q  and D. If C, is a good
term then modify pt by

pt = b+ camma * (120 - DY)

c) Concept C; belongs to D but does not belong to q..
Medify Di by

i i

D
ot = pl - (=2

ELTA t 1)

~ . ..
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Poor discriminators in the queries are not added to
document vectors by the extra condition in (a). Also, poor terms
in the documents do not gain weight by the condition in (b).

From the point of view of performance, if a document space is full
of poor terms with high weights, they will override the effect of

good terms and hence the retrieval effectiveness will deteriorate.

3. Experiment

The following data bases are used:

Document Space: CRN4S DOCS (424 documents)

Query Space: CRN4S QUESTS (155 queries)

Tree Structure: REW-CRN4S TREE (63 first level centroids,

14 second level centroids, 1 root node)

Brauen calls two queries similar if they have three or more
terms in common. Otherwise two queries are nonsimilar. He divides
the 155 queries into two subsets. 125 of them are used to modify
the document space and are called the'Modification Set. Among thé
remainder of the thirty queries, fifteen are similar to some queries
in the Modification Set and fifteen are not similar to any query in .
the Modification Set. The thirty queries are used to test the
effectiveness of the document collection modified by the 125 queries.
His convention is adopted in this experiment. Both sets of queries
are shown in Table 1.

A new load module called SMARTDSM has been set up to
accommodate the document space modification and the Retirement

policy. The latter is not discussed in this paper. OCne can choose

-



Cranfield lumber
Query Query of Similar Similar
Number Number Queries Queries
1 12 0 -
2 15 0 -
3 48 0 -
4 66 0 -
5 72 0 -
6 87 0 -
7 90 0 -
8 g6 0 -
9 100 0 -
10 104 0 -
11 106 0 -
12 117 0 -
13 119 0 -
14 121 0 -
15 124 0 -
16 ) 3 24 ,33,56
17 9 3 4,5,111
18 24 7 6,23,29,33,49,56,147
19 27 3 28,47,58
20 30 6 13,28,109,110,113,150
21 33 8 6,24,34,36,56,63,77,86
22 39 7 13,28,37,41,58,150,151
23 51 3 46,~0,118
24 57 n 14,56 ,83,115
25 63 5 33,109,110,147,148
26 78 3 1,83,135
27 81 6 82,94,95,136,143,144
78 146 3 133,134,145
29 147 5 23,24,49,63,148
30 48 3 49,63,147

Summary of Information

Test Set Queries

Table 1

L4
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to run DDSM (with or wifhout term discrimination considerations) and/or
document retirement by properly setting several parameters.

Crawford's program calculates the ¢-“scrimination value of
each of the 4439 terms in the dictionary for the Cranfield 424
documegt collection. All terms are ordered and renumbered in
descending discrimination value so that concept 1 has the highest
discrimination value and concept 4439 has the lowest discrimination
value. The document-, query-, and tree-structure vectors are recoded
according to this new dictionary. In this new environment, the

modified Erauen method can be restated as follows:

1) An initial query q, is submitted and processed.
Relevance feedback iterations are performed until some
modified query q, returns a list of documents
satisfactory to the user.

2) Each relevant document vector identified by the user
during the feedback process is modified as follows:
Let D be a document relevant to q°

a) Concept c; belongs to q, but does not belong
toe D. If Ci < GTERM then add Ci to D with

weight D = BETA % (1 +% * ONE). If GTERM <C, <
. NTERM then add C; to D with weight p* = BETA.

b) Concept C;, belongs to q  and D. If C; < NTERM

then modify D by DX = D' + GAMMA # (120 - DY).

c) Concepti Ci belongs to D but does not belong to 9,
Modify D" by
g Di

i
DELTA &

D™ = D" - (

e

1).
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GAMMA = 0.225 and DELTA = 8 are the optimal values cbtained by Brauen
and are used throughout this study.

In (a), the parameter ONE can be set to 1 or 0. If ONE =1,
more emphasis is put on the very high discrimination value terms added
to documents. If ONE = 0, all terms added are treated equally. If ONE = 1
and BETA = 20, terms with very high discrimination values are added with
normal weight 30 and other terms added have weight 20.

The distribution of discrimiﬁation values of the 4439 terms is
shown in Fig. 1. The first 407 terms in the dictionary have discrimina-
tion values greater than 0.01. They are considered to be very good terms.
The last 80 terms have negative discrimination values. Their document
frequencies range from 46 to 219. These are therefore very high
frequency terms.

Table 2 shows the seven sets of GTERM and NTERM cutoffs used in
this experiment. The 125 queries modify the document space for each set
of cutoffs. Two iterations are run. Relevant documents in each iteration
with rank above 30 are modified. If every query modifies six documents
on the average, there are 6x125=750 modifications, and each document is
modified 750/424 = 1.77 times. The remaining thirty queries then test
_ the retrieval performance of the resulting document spaces. The number

of terms added to the document space is also counted.

4., Discussion of Results
Table 2 summarizes the experimental conditions. No document space
modification is performed for set 0. This is a standard search run used

for comparison.

-3
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AVERAGE DOC.
NEW TERMS LENGTH
SET GTERM NTERM BETA ONE ADDED INCREASE COMMENT
Standard search
0 - - - - 0 0 No DDSM
1 0 u439 30 0 2969 7 Standard DDSM
DDSM with Term
2 407 4360 30 1 2403 5.7 _ Discrimination
considered
DDSM with Term
3 4Q7 2u65 30 1 2287 S.U Discrimination
considered
DDSM with Term
L Lo7 2465 20 1 2282 5.4 Discrimination
considered
DDSM with Term
5 407 1000 30 1 1834 4.3 Discerimination
considered
DDSM with Term
6 155 600 30 1 1441 3.4 Discrimination
considered

Seven sets of parameters used in the experiment
with or without DDSM and Term Discrimination
consideration

Table 2

&
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There is no cutoff in the DDSM for Set 1. This is the
standard Brauen method. 2963 terms are added to the 424 documents.
Each document is lengthened by 7 terms on the average.

For Set 2, only the eighty negative discrimination value
terms are deleted. Because of the high frequencies of the 80 terms,
the number of terms added to the collection is decreased quickly from
2969 to 2403.

Set 6 exhibits the largest cutoff. Compared with the

standard DDSM (Set 1) where 2969 terms are added, the number of terms

added is decreased by (22%3%%5319 x 100% = 51.5%.
Sets 3 and 4 have intermmediate cutoff values and

(zgggéézﬁz ) x 100% = 23% of the terms are prevented from being added

to the document collection.
The seven sets are tested with the similar and nonsimilar test
sets respectively. Their retrieval performances are shown in Tables

3 to 5 and plotted in Fig. 2 to 7. The performances can be

- summarized as follows:

1) Similar queries in the oth iteration.

The original Brauen's DDSM (Set 1) shows a considerable
superiority over all others. Sets 2, 3, 4, 5, and 6 are
almost the same at all recall levels. They have poorer
precision than that of Set 0 at very low recall levels
but are universally better at recall levels above 0.3.
The significanrs tests show that the superiority of any
one of the five sets (Sets 2, 3, 4, 5, 6) to the other
four sets is not significant. One may conclude that

these five sets have approximately the same performance
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which is superior to that of Set 0 but inferior to that of
Set 1.

2) Nonsimilar queries in the oth iterationm.
Slight cutoffs (Sets 2, 3, 4) are better than Set 1 at low
recall levels (below 0.2) and equal to Set 1 at all other

recall levels. Severe cutoffs seem to degrade the performance.

3) Similar queries in the first iteration.

Sets 1, 2, 3, 4 and 5 are practically equal in performance.

The significance tests show that none is substantially better
than the others. A very large cutoff like the one used for

Set 6 produces a slight deterioration in performance. Compared
with the standard search run (Set 0), all the six sets are by
far superior.

4) Nonsimilar queries in the first iteration.

Sets of 2, 3, 4, 5 and 6 have essentially the same performance.
They are all better than Set 1 at recall levels below 0.6.

From the above observation, one can reach the following conclusions:
Except for the similar test set in the oth iteration, the cutoff of poor
terms seems to maintain the performance of the standard DDSM. In the
first iteration, the nonsimilar queries show a somewhat better performance,
But too large a cutoff like Set 6 will tend to degrade performance. As
a compromise, an intermediate cutoff like Set 3 is suggested. Considerable
storage can be saved while effectiveness is still maintained.

The inferior performance of Sets 2, 3, 4, 5 and 6 in the oth
jteration for similar queries is understandable. For most queries g in
the similar test set, (except queries 6, 9, 63, 78) one can find one or more

queries, q ., in the modification set with the following properties:

s 7
Q [ |
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(i) qq
Se't (Say, Dl’ D2’ CCRC I Dr)

and e, have almost the same relevant document

(ii) Some negative discrimination value terms (say, Cy»
Cos eees Cn) are in both qq and q, but not in the
relevant documents (Dl’ D2 cees Dr)' These terms

are very high frequency terms.

Since no cutoff occurs for Brauen's original IMSM, when q,
retrieves some of (Di’ cees Dr) as relevant documents (say, Di’ coes
Dk) and modifies them, (Ci’ cees Cn) are added to these documents.
Afterwards, when qg in the similur test set is submitted, documents
D1, caey Dk will have high correlation with Q, because Ci’ C2, cees
C. appear in both qq and D1, Dz, cesy Dk' If a cutoff is used,

n

Ci’ 02, coey cn are not added to Di’

modified by q . This explains why Brauen's stand DDSM works

D2, coey Dk when they are

especially well for similar queries in the oth iteraticn.

As mentioned above, terms Ci, C2, cesy Cn are very high
frequency negative discrimination value terms. Some of them even
appear in half of the documents in the CRN4S DOCS collection, so
they will probably appear in the queries very frequently. Actually
Jones [S5) showed that, for three independent collections, half of the
query terms are high frequency terms. (Table 7) If many queries

are submitted — in this experiment each document is modified only
1.77 times on the average — then each document will be modified
many times, and these high frequency terms will enter into all
document vectors in the long run. In case this happens, the effect
of these terms will be negligible. Set 1 will then have roughly
the same performance as set 2'through 5 for similar queries in tte

oth iteration.

(‘
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Collections Cranfield INSPEC Keen
No. of documents 200 541 797
No. of requests 42 97 63
Neo. of terms 712 1341 939
No. of frequent

terms 96 73 50
Average No. of terms

per request 6.9 5.6 5.3
Average No. of

frequent terms 3.6 2 1.8

per request

Term distribution statistics for three

independent collections.

iThe last two

rows show the ratios of frequent query

terms)

Table 7

e
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5. Conclusion

Sets 3 and 4 use NTERM = 2465. From Fig. 2 and Fig. 3, one
can see that these sets actually achieve the same effectiveness as
set 1. So, at least 4439 - 2465 = 1974 low discrimination value

terms do not contribute much to retrieval effectiveness. For this

(2969-2287)
2969

eliminated. A reasonable portion of the memory storage can there-

value of NTERM. x 100% = 23% of the new terms are
fore be saved. , R T

This study also shows that the term discrimination value
concept is acceptable. Slight cutoffs of nondiscriminators do not
deteriorate retrieval performance. But neither do they improve
effectiveness. One might suspect that additional work might be'
done in the theory of term discrimination values. Other approaches
of defining term goodness on a sound theoretical ground is probably
the most urgent. It is believed that, with a good judgment of the
usefulness of terms, the proposed version of DDSM should lead to

better results — both in performance and storage considerations.
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The Use of Document Values for Dynamic
Query Document Processing

A. Wong and A. van der Meulen

Abstract
In the field of document retrieval it might be advantageous

to take into account the utility of documents in the collection;

that is, the average usefulness of a specific document for a

given user population in terms of satisfaction of the users'

information need.

In this report the following two questions are investigated:

a) how to improve system performance by assigning so-called
utility values to each document, and

b) how to base a document retirement policy on those
quantities.

A feedback environment provides the possibility for
automatically creating a list of utility valves. These values are
then based on the retrieval history of a document. That is, for all
the queries for which a particular document is retrieved, user
judgments about its relevancy are utilized to compute a quantity which
reflects the usefulness of a document for the collection and its users.

Utility values may then be used during the retrieval process
to promote the retrieval of satisfactory documents and suppress the
retrieval of obsolete and mediocre documents. Another application
of the availability of document quality values is a document retirement
policy based on the utility value score in the collection. Documents

L) Al
€. #n ..'a'
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with low utility values may be placed in an auxiliary file to keep

the main file more current and up to date.

1. Introduction

The performance of a document retrieval system is generally
evaluated by means of two well known system parameters; recall and
precision, which are based on the average user judgments about relevancy
or non-relevancy of the retrieved documents.

Keeping track of user decisions might be quite beneficial for
future users since provision can be made for detecting the quality of
the judged documents. By automatically creating a new document property
called the utility value, which represents the average judgment of the
user population about a given document, it seems plausible that system
performance can be improved by using this value in the retrieval process.
Out of date documents or questionable publications, even if indexed in a
proper way, will no longer be retrieved since their corresponding low
utility values do prevent this.

The goal of this investigation is twofold:

a) system improvement by suppressing documents which are likely
to be non-relevant and promoting relevant items in the course
of the retrieval process;

b) system retirement by transferring out c¢f date and mediocre
documents to an auxiliary file.

2. The Methodology
If the retrieval history of a set of queries in a system is known
in the form of relevancy decisions of the user for the retrieved documents,

one may use this information in deciding which documents are generally

ERIC <
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useful and which ones are not. In an on line system the relevancy
decisions afe rendered as part of the feedback procedures and the
bookkeeping can be done in a very convenient way.

The procedure proposed is to assign to each document in the
collection a so-called utility value which is set equal to 1
initially. This value is increased if a document is retrieved and
found to be relevant, and decreased if retrieved and judged to be
nonrelevant. The increment-decrement funéticn is so chosen that the
utility values range between 0 and 2 and are.not able to exceed these
values. (For a comprehensive description of this function, see [1],
and Appendix 1.)

The utility value is then a system parameter which can be
applied in the retrieval algorithm immediately since it reflects the
utility as judged by the users. The new retrieval function Rf will
be:

Rf = cos(g,d) * U.V.
That is the product of utility value (U.V.) and the cosine correlation

function (cos(q,d)).

3. The Organization of the Experiments

A. The Collection

The SMART retrieval system provides the Cranfield 1400
collection with 225 queries. This is a suitable collection for the
experiments in that a ma#imum in updating of the utility values can be
achieved. The query collection is split into an "updating collection"
and a "test collection". The updating query collection is used to

obtain utilityr alues for all the retrieved documents while the test
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collection serves as a means for evaluating the influence of the retrieval
algorithm menﬁioned in 2.

A set of 17 randomly chosen queries will serve as test collection.
A comparison will be made between the retrieval results of the 17 queries
without the use of and with the usage of utility values. In principal
208 queries were available to serve as updating collection. For practical
reasons, however, a subset of 157 queries was actually used.

In an on-line retrieval system, which will be simulated in these
experiments, the number of feedback iterations is likely fo be at least
one. That means that relevancy decisions for the Ffirst iteration are
available for 157 queries. These retrieved documents will be used to
determine utility values for the retrieved documents. For every query
30 documents are retrieved which requires in practice 30 relevancy
decisions for each user. The number is chosen rather high in order to
cbtain a fair amount of updating and therefore probably more significant

results.

B. The Updating Strategies

The most realistic way to implement an updating procedure is to
do so dynamically. That is, each utility value changed after a search
will be used in the retrieval algorithm and influences the retrievability
of that specific document in later searches.

In the SMART environment the updating collection is run as a
batch, the utility values being assigned afterwards and applied for the
first time while running the test collection. (For a more ccmplete
discussion about static and dynamic updating of values see [1]). Similar
experimeﬁts [2] concerning the updating of weighted dictionaries have

shown that dynamic updating is superior to static results. If, for the

a o
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experiments to be described in this report, the static approach
turns out to be satisfactory a dynamic test might be useful at
a later time.

Three different updating strategies are applied, namely

I The Straight Updating
For each query in the updating collection, the 30 retrieved
documents are updated in accordance with the uﬁmodified increment-
decrement function mentioned. The utility values are increased if a
retrieved document is relevant, and decreased otherwise, An
arbitrary factor in the updating function which governs the stepsize
of the increment or decrement is chosen equal to 8 (according to éage,

Ref. [3]). It is not a priori clear whether this value is optimal.

II The Balanced Updating

Since the average number of relevant retrieved documents for a
query is approximately 5, an average of 25 documents will be decreased
in utility value in strategy I. Thus for the whole collection the
average utility valuc will become less than 1. Documents which are
not updated have therefore a higher probability of buing retrieved than
updated ones since their utility value is still intact. F

To eliminate this effect the number of decreased documents
is kept equal to the number of increased ones. Thus in strategy II,
all relevant documents included in the 30 retrieved ones are
increased, and an equal number of the highest ranked nonrelevant

documents is decreased.

Q & oo
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III The Extended Balanced Updating

A disadvantage of the balanced updating strategy II is that
the number of updatings is much smaller than in the case of method I.
In strategy I, 30 utility values per query are updated, whereas for
strategy II this number is reduced tv about 10 {5 values increased and
5 decreased).

In order to combine the benefits of the maximum number of
updatings (30) per query while preventing a decrease in the average
utility value, Method III, the extended balanced updating is developed.
In addition to the usage of all retrieved documents this method provides
also an exact balancing. The sum of all the decrement steps is made
equal for each query to the sum of all the increment steps. The
decrement steps in particular will be chosen to be rank-dependent,
that is, higher ranked nonrelevant documents are subject to a greater
decrease in utility value than lower ranked ones. The rationale behind
this is of course that high ranking nonrelevant documents should be
suppressed. An extensive treatment of Method III is given in Appendix 2.

After applying these three strategies to the retrieval results
of the query updating collention, one cbtains a list of utility values
which will be used in the retrieval algorithm for the query test
collection:

Rf = cos(q,d) x U.V.

4. The Results

A. The Straight Updating
The results obtained using Method I (Fig. 1) are not promising.

A possible explanation is the fact that almost all utility values are
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decreased. The drop in average utility value promotes the retrieval
of documents that were not updated and degrades system performance.
The retrieval algorithm consists of the product of utility value and
cosine correlation. For this reason documents with utility value
equal to 1 are ranked high, even when their actual correlation might

be relatively low.

B. The Balanced Updating

The results obtained with Method II are considerably better
(Fig. 2) than those of the unbalanced updating method. They show that
the idea of balancing to keep the average utility value approximately
equal to 1, is justified. Still a detoriation of system performance

can be seen.

C. The Extended Balanced Updating

The results with this rather complicated algorithm (see
Appendix 2) are better than those for both Method I and II (Fig. 3).
They indicate that taking into account all the 30 available relevancy
decisions per query is advantageous. In Method II the number of
documents to be decreased in utility value is chosen equal to the
number of documents to be increased. The stepsizes however are subject
to the current size of the utility value, and therefore an exact
balancing is not obtaimed. In Method III, however, the algorithm is
devised such that for every query the sum of the increment steps is
equal to the sum of the decrement steps, where all 30 retrieved
documents are considered.

Since .the results with Method III are the best vbtained, and
since no self-evident new philosophy for a fourth method could be

found, a more complete analysis of the Sage increment-decrement
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function was carried out. This function forms the basis of the iterative
algorithm used in III, and as already mentioned, the constant C (see
Appendix 1) which influences the stepsize has been set equal to 8 in
all experiments. Decreasing this constant gives worse results, but

~ increasing the value uields a remarkable system performance improvement
(Fig. 4, 5, 6, and 7). A constant of appreximately 17 turns out to be
optimal in that the recall-precision curve for search r.sults (Fig. 6)
has been lifted maximally compared with the reference curve.

It is a property of the algorithm that it is not particulary
critical to changes in C. The starting value 8 was apparently much
too small, that is, the updating step was too large (C occurs in the
denominator). In the range 13 to 25 however, the retrieval results are
not considerably affected by the change in C.

A Student T test was carried out in order to verify the
significance of the results obtained with Method III, C=17. The
outcome of the test (T statistic = 3.99 with 20 degrees of freedom)
indicates that there is zero likelihood for the two sets of performance
figures (reference versus Method III, C=17) to have originated in the

same distribution.

S. Conclusion

The experiments described in this report support unmistakably
the usefulness of a new system parameter called utility value. The
assignment of such a function to each document in the collection
provides means for improving system performance. It has been shown that

a careful approach of the concept is required, since it is found that

fr.
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balancing — keeping the average utility value 1 — as well as the
usage of Leuristically determined constants are critical factors in
applying a successful updating algorithm.
It is clear that any document retirement policy based on
document vaiues can only be justified is such values have a realistic
meaning, that is, after applying them system performance has to be

improved. This investigation has proved that the latter may be possible.

L)
L S,
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Appendix 1: The Increment-decrement Function
Initially, the utility value of each document is set equal to one.
From that point the value is increased (or decreased) according to the
relevancy decisions of the documents retrieved in response to each query.
The specific increment-decrement function chosen is the one
proposed by Sage [3], herein referred to as the "sine-function" because

of its resemblance to the regular sine. If i is the retrieved document,

define:
v, = the utility value of document i
(initially set equal to one)
vi* = the utility value of document i after updating
x, =arc sin (vi-1), the transpeosed utility value.
Then, v, =1 + sin (xi)

and similarly vi* is calculated by

v.® = 1+ sin (x, * 8x;) (1)

i

where Ax is a function of the old utility value, calculated as follows:

©/2 - ]xil

Axi = C (2)

C is an arbitrary constant.
- Ax, is added in equation (1) if the retrieved document 1 is judged
. relevant by the user; or it is subtracted in the utility value calculation if

the corresponding document is judged non-relevant.

P
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Appendix 2: The Extended Balanced Updating

Let q be a query which retrieves 30 documents and let si
be the increment of decrement stepsize of document 1§ according to the
Sine function. According to equation (1) of Appendix 1, 8, is
given by

®

§;=| vy~ v, | = [sin x; - sin(x; + Ax,) |

The sum of all increment steps for query q ecan be given as

Sy © ) 8
icRel doc

Since the number of non-relevant documents retrieved by query
is considerably larger (25 to 5) than the number of relevant ones, the
decrement steps of the utility values for the nonrelevant documents
should be made smaller. A rank dependent decrement step is chosen
such that low ranked nonrelevant documents will be decreased only
slightly. Moreover, the function is adjusteu by a free parameter such

that the sum of all decrement steps is going to be equal to S, * S_

is given by

S_ = ):Aj

jenon-rel doc
where Aj the actual decrement of the nonrelevant document j, is
chosen to be a linear function fj of the retrieval vanks, according
. to the equation
6 8§, * 29

Aj = T%-: BT = <§v+ 307 * jenon~rel doc (1)

4 ~ €
.
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D is constant for one query but its value is changed for the
next one because the number and ranks of relevant and nonrelevant
documents change from query to query. The implementation of this method

requires an iterative algorithm in order to find D for each query such

that S_=8§_ (2a)
or ) Ay =] & (2b)
jeNon~rel Doc ieRel Doc

Consider first an illustration of equation (1) in crder to render
the method clearer. A nonrelevant document retrieved in rank 1 will be
decreased by Gj, that is, the unmodified Sine function (fj=1§' A nor
velevant document retreived in rank 30 will be decreased by ﬁl (fj = D).
All nonrelevant documents with ranks in between will be decreased subject
to the linear function (1).

The value of D on the ucher hand is determined by equation (2)
and cannot be explicitly computed. An initial value for D must be
chosen and equation (2) can be evaluated. D has to be changed in an

_ iterative way until |S_ - S | < e, where ¢ is small.

The procedure guarantees an almost exact balancing of the amount
of increase and decrease of utility values per query.

Following is an example illustrating how the document values are
changed due to one query.

30 documents are retrieved by a query. Some are found relevant.
The document values of these 30 documents, after a number of previous
updatings, will be changed according to the relevancy decision of the
present query (see Table 1).

S, the sum of the increased document values for the relevant

+
documents 320, 467, 322, and 321, is found to be 0.3760, using equation

[ Y
o



Doc. No. Rank 0ld Doc. New Doc.
.Value Value
320 R 1 1.0941 1.1818
476 R 3 0.9980 1.0920
322 R 4 0.9879 1.0820
321 R 7 0.9959 1.0898
107 2 0.9980 0.9325
478 5 1.0000. 0.9645
479 6 0.9959 0.9653
734 7 0.9980 0.9740
190 9 0.9889 0.9672
452 10 0.9962 0.9763
1251 11 0.9697 0.9518
1163 12 0.9939 0.9770
1149 13 0.9817 0.9661
422 14 0.9979 0.9832
255 15 1.0916 1.0886
47 16 1.0564 1.0438
1162 17 0.9970 0.98u7
837 18 0.9780 0.9665
1209 19 1.0000 0.9889
150 20 0.9883 0.9778
34 21 1.0000 0.9899
1254 22 1.0000 0.9903
979 23 0.9914 0.9821
626 24 0.9981 0.9892
1235 25 1.0000 0.9914
1370 26 0.9360 0.9281
538 27 0.9959 0.9879
425 28 0.9814 0.9738
818 29 1.0767 1.0686
363 30 1.0000 0.9928

Alterations in Document Values

Table 1

']
oty A
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D S 7 9 11 13
S 0.8614 | 0.6735 | 0.5573 | 0.4775 | 0.4190
IS+ - S | 0.4854 | 0.2975 | 0.2813 | 0.1015 | 0.0430

Table 2

fa b

The Variation of S with respect to D
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1 of Appendix 1.

Aj's are found interatively by changing the value of D,
such that S+ is equal to S_ to within a tolerance, which is
0.05 in this case.

For the variation of S_ for different values of D, see
Table 2.

For the present query, D = 13 is used.

L (L)
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Automatic Document Retirement Algorithms

K. Sardana

Abstract

Some existing and proposed algorithms for automatic document
retirement in a retrieval system are analyzed for their computational
complexities and their effects on storage costs and the retrieval
performance of the system. It is found that various retirement algorithms
exhibit almost equivalént performance, especially at high recall; therefore,

it is preferable to use those algorithms which provide low cost bounds.

i. Intreduction

Two automatic document retirement algorithms have been proposed
by Tai and Yang (referred to as TY in thr sequel) [1] and Beall and
Schnitzer (referred to as BS ir .he sequel) [2). It is, however, not clear
what algorithm should be used in practice, what costs are involved in
executing the algorithms, what savings aie obtained and at how much loss
or gain in retrieval performance, etc. The idea of the present study
is to look into these questions with special reference to TY algorithm.
Some more algorithms are proposed and overall comparisons are made between

different algorithms when used with and without document -ector modification

(DVM). (4]
2. The Algorithms

Both the TY and BS algbrithms for document retirement are based on

utilizing users' relevancy judgments in updating the documents. The

P
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algorithms that we propose also rely on users' relevancy judgments. We
assume that relevancy judgmgnts on retrieved documents for various queries
are available as input to the retirement algorithms. The computational
complexity of the algorithms will consist of the costs of modifying the
documents, computing "use indices" for documents, etc. for the express usdge
of the algorithms and the cost of making retirement decisions.

The general philosophy used here is to give the algorithms and
their computational complexities. As we will not be able to give proofs
of correctness of these heuristic algorithms, we resort to experimental
methods in the next section to evaluate the performance of the methods in
an experimental envircnment. Finally overall comparisons between algorithms

are ms3” .,

Criteria of Evaluation of Algorithms
In determining the computaticnal complexity of the algorithms, we

assumne the following:

a) Asymptotic complexity will be used so that a machine independent
cost analysis can be done. However, constants will be

considered when finer decisions are involved.

b) The model of the computing device is a random access machine
which assumes that enough core memory is available for the

entire program to fit in.

c) The worst case computational complexity will be derived rather

than expected complexity as the former is easier to get hands on.

d) The basic steps in the computation to be considered for time
complexity are additions (adds), multiplications (mults) and
comparisons (comps).

L P
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e) The cost criterion is uniform rather than logarithmic i.e.
a unit of each kind of operation will have some uniform
cost regardless of the size of the numbers involved.

A detailed discussion on choosing the above criteria may be
found in [3].

Input: A set of documents {D} and a set of queries {Q} and users'
relevancy judgments on {D} for {Q}.

Qutput: A set of documents {D'} € {D} to be retired to a
secondary store such that future retrieval processing with
remaining {D} - {D'} documents using future queries is
exp--ted to be overall efficient considering the space
s . by retirement, gain or loss in system performance

. cost of execution of the algorithm.

Some Desirable Features of Algorithms
To achieve the above mentioned goal of retiring documents, the

following features (among others) of the algorithms seem to be desirable:

a) Irretrievable documents or documents not relevant to any
query should be retired. This, however, assume= thai the
indexing is perfect.

b) The selection of various parameters for the algorithm should be
pretty straightforward in any practical implementation.

c) The algorithm should not assume any unnecessary attributes of

the document space, e.g. documents with same average weights, etc.

We note that each of the TY or BS algorithms does not have one or the other

of the above features.



Methods

In the following algorithms, we mention the step to retrieve the
documents and to do DVM for a query. However, the costs of these steps
are hot consiﬁered in determining the computational complexity of a
retirement.algorithm as these stey- are not part of tho retirement
algorithm, per se.

It may be argued that the analysis of computational complexity of
such isolated algorithms does not make much sense insofar as the envir-
onment in which they are going to be used is known. Thus, for instance,
one may consider the effect'of complexity of a retirement algorithm on the
asymptotic complexity of the overall retrieval process. The cost of
matching a query with n documents, each document having on the average
m concepts, is O(mn) and the cost of selecting top r documents for
showing to the user is 0(n) using the median algorithm [5] implying the
overall retrieval process to be 0(mn)/query. Since most of the additional
algorithms, like the retirement algorithms considered here, cost less than
0(mn)/query (see later), the asymptotic complexity of the overall retrieval
process does not change. It may, then, be concluded that the analysis
of such algorithms is not important. The viewpoint taken here is that in
document retrieval, wﬁere the cost of answering a query is quite high,
the reduction ot costs of all sub-algorithms should be éonsidered important.

The alyorithms are expressed in pseudo-Algol for clarity and ease
in deriving the computational complexities. For convenience, we assume a
kind of macro facility available in the language with four keywords:

"defmacro X" defines a macro named X, the code between begmacro and
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endmacro is body of the the macro named X (assuming "defmacro X" precedes

this). The body of the macro X is textually substituted for call "macro X".

A1) Algorithm TY (Tai and Yang)

The TY algorithm [1] shown in Fig. 1(a) is basically the following,
suitably medified to work with a batch of queries (BATCHSIZE is the
number of queries ia a batch and BATCHNUM is the number of batches to be

processed):

a) TFor each query qij in a batch, retrieve r number of documents,
Form the sets RELij’ NRI:LJ..j and BOTij consisting of top RELTOP

relevant retrieved, at most NONLIM nonrelevant among top
NONTOP retrieved and bottom-most ranking documents NUMBOT in
number respectively,

b) After doing pvM (optional) using the queries in a batch.
multiply the weights of concepts of document vectors in RELij
NRBLij and BOTij by constants FR(>1), FN(<1) and FB(<1)
respectively.

c) After every document vector multiplication by FN or FB, compute
the average weight AVGWT of ihie document and retire it if
AVGWT < CUTOFT, some chosen constant.

The idea of this algorithm is to reward the top relevant petrieved
documents and to penalize the top nonrelevant retrieved and the Lottom-most
ranking documents for each query by respectively increasing or decreasing
all the weights of the concepts of the documents by the same factor at a
time. The information on the usefulness of a document is thus carried in
the weigﬁts of the vector itself. When the average weight per concept of .
4 document falls below a chosen threshold, meaning that the document has

been penalized more than it has been rewarded, the documént is retired.

« <2dd
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Computational Complexity:

Let

n = total number of documents (roughly 400-1500) in the special
subject area of the query; thus for a query in Astrophysics,
n is the number of documents in this particular subecollection
rather than the whole Physies library.

tel
It

total number ¢ queries in the same area = 0(n) say.
m = average number of concepts/document.

r = number of documents retrieved.
We also assume that

i) IRELijl + lNRBLij] + IBOTijI > r, where |X| denotes
the cardinality of set X. This is not an unreasonable

assumption to make and conforms in practice.

ii) lRELijIZ cr for some constant c(<1).

Let us first determine the cost associated with SETUP code of Fig. 1(b),
used in line (7) of algorithm TY of Fig..i(a). Costs associated with lines
(8), (9) and (10) are constant. Cost of line (6) is “r comps/query (- stands
for approximately) because from the given ranked list of documents obtained
from line (4), this many comparisons may be needed to form sets RELij and
NRELij'

Next we determine the cost of T&Y code of Fig. 1(c) used in line l1o)
of Fig. 1(a). Lines (4), (7) and (13) together cost “m mults/documents/query
i.e. "mr mults/query over all documents in sets REL, NREL and BOT. Similarly
cost of lines (8), (9), (14) and (15) over documents in sets NREL and BOT
is "mr adds, “r mults (actually divisions to calculate AVGWT) and “r comps

per query.
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Line # Cost

procedure RETIRE comment Tai and Yang Algorithm
for j « 1 step 1 until BATCHNUM do
REL = {¢}; NREL = {¢}; BOT = {¢};
for i « 1 step 1 until BATCHSIZE do
“r comps/query macro (SETUP);

® N o E W N

comment optionally do DVM in next step using (RELi
pairs, BATCHSIZE in number
macro (DVM);

j ’qi‘j )

“mr+r mults/gquery
10 “mr adds/query macro (TEY);
11 ¥ comps/query end

12 end

Algorithm TY, Tai and Yang's Algcrithm

Fig. 1(a)
Line # Cost

defmacro SETUP

beggacro
begin

retrieve r documents for ith query in jth batch
(call this query qij);
“r comps/guery form sets RELij’ NRELij and BOTij;
comment ¢ operation below denotes concatenation
REL = REL - RELij;
NREL = NREL ° NRELi
BOT = BOT - BQTij;

save (RELij’ qij) pair on a list; .

W @ N 00 »nn F W N B

j;

Y
(o]

[
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end

(%Y
(&3]

endmacro

Definition of Macro SETUP
Fig. 1(b)
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defmacro TEY
ni begmacro

for each document D in REL gg_

multiply all the weights of the concepts by a constant fr;

for each document D in NREL do

“mr mults/query begin
(steps 4,7,13)

- T £ W N P

multiply all the weights of the concepts by a constant fn;
“mp adds/query

8 + r mults/query calculate avg. wt., AVGWT of the concepts;
(steps 8,14) if AVGWT < CUTOFF then retire this document D;
to ey o
11 for each document D in BOT do
12 begin
13 multiply all the weights of the concepts by a constant £b;
s calculate avg.wt., AVGWT of the concepts;
15 | if AVGWT < CUTOFF then retire this document D;
16 A end
17 endmacro

Definition of Macro T&Y

Fig. 1(c)
Line # Cost .
1 defmacro DVM
2 begmacro
3 for k « 1 step 1 until BATCHSIZE do
L begin
5 for each document D in REij do
6 “mr comps/query . for each concept C(1) belonging to D and qkj do
“mr mults/query
7 “2mr adds/query W(1)' = W(1l) + a®(BIG-W(1));
comment W(1)' and W(1l) are weights of concept
C(1l) before and after the operation. a and
BIG are constants defined by Brauen [4]
9 end '
10 endmacro

Definition of Macro DVM
Fig. 1(d)
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Summing up, the total cost of algorithm TY is

r + “p = “2p comps/query = O(r)
mr + “r = "y + mr mults/query = O(mr) (1.1)
“mp = “mr adds/query = O(mr)

or O(mr) operations/query.
A2) Algorithm BS (Beall and Schnitzer)

The BS algorithm [2] shown in Fig. 2 works as follows:

a) For each query'qij retrieve r documents. Using some chosen
parameters, form the sets RELlij’ REL2ij, NRELij and
BOTZBROij consisting of the top relevant re;rieved, middle
ranking relevant retrieved, top nonrelevant retrieved and the
bottom-most 1anking or zero correlating documents.

b) Using these sets, do a special kind of DVM by which concepts
common to query 94 and each document in RELiij or REL?ij
are increased and concepts common to query qij and each
document in NRBLij or BOTZER.Oij are decreased in weight
at different rates.

¢) After processing a number of queries in this fashion (even
though this is not explicitly stated in [2)), if a document
has (i) less than NUM concepts of weight greater than MIN1 and
(ii) the average weight of the document is less than MIN2, then
this document is retired. NUM, MIN1 and MIN2 are parameters
chosen for the algorithm,

By this algorithm, the information about the usefulness of a document
is carried in a more or less ad hoc manner, in the concepts common to the
queries used for processing and the document. The retirement decision is

made at the end using a careful examination of each document vector.
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Line # Cost

1 procedure RETIRE comment Beall and Schnitzer Algorithm

2 begin

3 for j « 1 step 1 until BATCHNUM do

4 -_Ségin —

5 for i = 1 step 1 until BATCHSIZE do

& begin —

7 retrieve r documents for ith query in jth batch

g (call it query qj3);

g “r comps/query form sets REL1jj, REL2ij, NRELj4, BOTZERO;j;
10 save quintuple 2REL1;L5. RBinj. NRBLij. BOi‘ZBROij, qij)

on a list;

11 end
12 comment do the DVM using quintuples saved, BATCHSIZE in number
13 for i « 1 step 1 until BATCHSIZE do

14 begir

15 for each document D in REL1;s do

16 if concept C(k) belongs to'D and a3 then

17 W(k)' = W(k) + ay*(BIG-W(k));

"-5 * m comps/query

18 ~3mp mults/query for each document D in REL2jj do

19 | amr adds/query if concept C(k) belongs to D and qj4 then

20 W(k)* = W(k) + ar®(BIG - W(k));

21 for each document D in NREL;s do

22 —— if concept C(k) belongs to’D and q;4 then

23 W(k)' = W(k) - (WCk)/N + 1),

24 for each document D in BOTZERO,. do

25 “mr comps/query if concept C(k) belongs to D dnd qij then

26 “mr mults/query _ W(k)' = w(k) # B8;

27 end

28 end

29 comment make retirement decisions, n=no. of documents,
' m=avg. no. of concepts in document

30 for i « 1 step 1 until n do :

31 begin-

32 INUM <« 13 AVGWT « O

33 ' for j « 1 step 1 until m do

34 begin

35 “mn comps/q queries if weight of concept C(j) in document i, H(C(j)i)

36 "mn adds/q queries > MIN1 then INUM <« INUM + 13

37 “mn adds/q queries AVGWT <« AVGWT + W(C(J);)

38 end

39 *n mults/q queries * AVGWT <« AVGWT/m

40 ~2n comps/q queries if INUM < NUM and AVGWT < MIN2 then

k1 retire the document i;

42 en

43 end

Algorithm BS, Beall and Schnitzer's Document Retirement Algorithm
Fig. 2




XII-11

In the BS algorithm, the special kind of DVM is an integral
part of the algorithm; this is actually a drawback since the algorithm
cannot be used unless DVM is also desired. The cost of this algorithm

including DVM cost (from cost column in Fig. 2) is

r + %-- m+mr + %3-+ %? = ‘%mr + v+ (mt2)n | 0(mr) comps/query
“3me + mr + % 2 “4mp + %- = 0(mr) mults/query
“3mr + 22-+ gﬁ = “3mr + 2on = 0(mr) adds/query

To make a fair comparison of this algorithm with the previous one,
we include the cost of doing DVM along with TY algorithm also. Then the
total cost of TY algorithm (from equations (1.1)) and DVM cost (from the

cost column in Fig. 1(d)) is

~2r + mr = "mr + 2r = O(mr) comps/query
m+r+mr = "2mr + v = 0(mr) wults/qaerj
“mr + mp = “2my = O(mr) adds/query.

Thus the asymptotic time complexity of BS algorithm consideriﬁg the
DVM cost is O(mr), same as that of TY algorithm. But considering constants
in equations (1.2) and (1.3), BS algorithm seems really the costlier of

the two.

A3) Algorithm Si
The algorithm S1 (Figs. 3(a), 3(b)) is a variant of TY algorithm and

is described below.

a) Initialize the value of the separately assigned storage location
USENDX of each document to INIT.

.F 2
{::
»

(1.2)

(1.3)
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Line # Costs

1
2
3
§
5
6
7
8
9

10
11
12
13

14
15

16 %’- comps/query

17
18

depending upon the algorithm desired
corresponding named macro

“r comps/query

Alg. S1:7r mults/query
Alg. S2:"r adds/query

procedure RETIRE comment variation of TY algorithm, S1 § S2
for 1 + 1 step 1 until n do USENDX(i) = INIT;
comment n = number of documents
for j +1 step 1 until BATCHNUM do
REL = {¢}; NREL = {¢}; BOT = {¢};
f_clr_ i «1 step 1 until BATCHSIZE do
macro (SETUP);
comment optionally do DVM in next step using
(Rm‘ij' qij) pairs, BATCHSIZE in number
macro (DVM);

if algorithm S1 is desired then macro (S1)
else macro (S2);

end
for i «1 step_iuntilngl_g _
if (USENDX(i) < CUTOFF or USENDX(i) = INIT) then

retire the document i;

end

Algorithms 81 and §2

Fig. 23(a), u4(a)

is expanded in line 13 above

Line # Cost:

1

O ©® 3 O F W N

“~

K

r mults/query

k—

defmacro S1 comment for algorithm S1

begmacro

for each document i *n REL do
USENDX(i) <« USENDX(i) * FR;
for each document i in NREL do
USZNDX(i) « USENDX(i) * FN;
for each document i in BOT do
USENDX(1) « USENDX(1) * FB;
endracro

Definition of Mocro S1 for Use in Algorithms 61
Fig. 3(b)
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b) Retrieve r documents for query qij' Form the sets RBLij’
I\RE.‘.LJ.-j and BO'JI‘J._j just like in TY algorithm.

¢) After doing the DVM (optional) using the queries in a batch,
multiply the USENDX of a document by TR(>1), FN(<1) or
FB(<1) according as this document appears in the set RELij’
NRBLij or BOT i3 respectively.

d) After processing a BATCHNUM number of batches of queries
using steps (b) and (c) repeatedly, if a document's USENDX = INIT
or USENDX < CUTOFF, some chosen parameter, then this document
is retired. Go to step (a).

Note, here DVM does nut directly take part into retirement decisions
as in TY algorithm, but does so indirectly by choosing which documents get
retrieved or not thus affecting their USENDx'values. The main difference
between TY algorithm and the present one is: The former uses AVGWT of the
documents to denote the useful index for a document and, therefore, since
the document vectors are modified by DVM and the multipliers FR, FN or FB,
AVGWT needs to be computed for each document vector before making a
retirement decision. The latter algorithm uses a location USENDX for each
document and its value gets modified by multipliers FR, FN or FB while
not by DVM directly. The retirement decision is based on USENDX values.

Another difference is that as shown, the TY algorithm makes
retirement decisions arter processing every batch of queries (5 used here)
while S1 algorithm does so after processing a set of queries (125 used
here). But both algorithms may be adjusted to any retirement frequency, in
which case the asymptotic cost of TY algorithm does not change while the cost
of S1 algorithm may approach 0(n) when retirement decision is made after

processing every query.

R SR



Computational Complexity: -

As show1 in the cost column of Fig. 3(a), the cost of this algorithm

“r + 22- comps/query = O0(r) comps/query . '
(1.4)
r mults/query = 0(r) mults/query

or 0(r) operations/query since q = 0(n).

This algorithm is thus asymptotically better than TY algorithm in
time complexity by a factor of m, the average number of concepts in a
document vector. However the space complexity has been increased by
0(n) in using probabl:" one computer word or halfword USENDX location for
each of the n documents. This is reasonable considering that the space
required is on a cheap off-line device while the time saved décreases

the important on-line response time,

A4) Algorithm S2

This algorithm (Figs. 4(a), 4(b)' another variant of TY algorithm,
resembles algorithm S1 cl~-ely. Here in step (b) the USENDX of a document
is increased or decreased by constant values by additions or subtractions
rather than by multiplications (as is done in algorithm S1) whenever a

document ends up in the set REL., or NREL.,. or BOT...
ij . ij ij
Computational Complexity:

From the cost column of Fig. 4(a), the time complexity of this

algorithm is

“r ¢+ ”%5- comps/query = 0(r) comps/query

(1.5)

“r adds/query 0(r) adds/query

i
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Line # Cost

13.12 defmacro S2 comment this mac:o is for algoritim §2
13.2 °7V begmacro

13.3 for each document i in REL do

13.4 USENDX(1i) « USENDX(i) + FREL;

13.5 ‘for each document i in NREL do

13.6 T 3dds/query USENDX(i) < USENDX(i) + FNREL;

13.7 for each document i in BOT do

13.8 _)L USENDX(i) « USENDX(i) + FBUT;

13.9 endmacro

Definition of Macro S2 for Use in Algorithm S2
Fig. 4(b)

e £
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or 0(r) operations/query.

Remarks similar to algorithm S1 apply here also.

A5) Algorithm S3

Algorithm 83, rig. 5, differs from algorithm 82 in step (b) in two respects:

i) 1Instead of assigning a fixed positive USENDX to a document
appearing in set RBLij algorithm S3 assigns a variable
index %-depending upon the number p of relevant retrieved
documents (i.e. p = IRELijI) for a query. The idea is to
assume that every relevant retrieved document is useful
in satisfying %-th of the query. However for nonrelevant
documents in set NRELij, a constant negative use index

1 . .
(~3b) is assigned.

The bottom set of documents, BO’I‘ij is not considered in the
hope that RI:Lij and NRELij sets are enough in determining the

e
e
L 4

use indices of documents.
Computational Complexity:

The time and space complexity of this algorithm is the same as

that of algorithm S2 and is given by equations (1.5).

3. Experimental Results

Since the performance of document retirement algorithms (like
most information retrieval algorithms) depends upon the unpredictable
future queries, it is meaningless to talk about a proof of correctness
of such algorithms. Therefore, we resort to experimental methods to

evaluate the success of these algorithms.

. end



Line # Cost

10
11 “r comps/query
12

J12.5

13

14 “r adds/query
15

16 l

17

18

19

20
21

22 "gg- comps/query

23
24

XIX-17

procedure RETIRE comment for algorithm S3

begin
for i « 1 step 1 until n do USENDX(i) = 03

comment n = number of documents

for j « 1 step 1 until BATCHNUM do

begin
for i « 1 step 1 until BATCHSIZE gg_
begin

retrieve r documents for ith query in jth batch
(call this query q4 j);
form sets REL.. and NRELi
comment let :fRELijI z p
if p # 0 then
for each document k in RELj’.j do
USENDX(k) <« USENDX(k) + -14_;;
for each document k in NREL; 4 do
USENDX(k) <« USENDX(k) + FNREL;
save (RELij’ qij) pair;
end
macroe (DVM);
end

for i « 1 step 1 until n do

end

if (USENDX(i) < CUTOFF or USENDX(i) = 0) then
retire the document i;

Algorithm S3
Fig. 5

& e

'."
U)W
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The description of test environment used is as follows:

Retrieval System : SMART-

Testing Method ¢ Test and Control groups [4]
Document Collection : CRN4S DOCS (424 documents)
Document Cluster Collection : CRN4S TREE1

Query Collection ¢ CRN4S QUESTS (155 queries)

a) Number of Test Queries s 125
b) Number of Control Queries: 30 (15 Similar + 15 Nonsimilar

to Test Queries)

A) Testing Procedure

In our testing method, we compare the performance of 30 Control Queries
on original document collection and on the document collection modified by
retirement using 125 Test Queries. This simulates the practical on-line
situation. We mention that TY [1] and BS [2] have evaluated their algorithms
by comparing the performance of all 155 queries on the original document
collection and on the document collection modified by retirement using the same
155 queries. They assume a fixed set of Queries to be used by the users
and better results are and would be obtained for this situation which is, how-

ever, not a general realistic one.

B) Choosing Parameters for Retirement Algorithms

One of the parameters to be decided for document retirement is the
time span after which to retire. The retirement may be done after processing
a fixed number of queries or after a fixed time. -It seems that the values
of these parameters depend upon usage characteristics of individual sub-
collections within a collection. Moreover, their optimum values would need
to be determined for each subcollection experimentally. The experiments

conducted here make retirement decisions after processing a batch of 5 queries




X1i-19

for the TY algorithm and after processing the total number of 125 test
queries for the others.

A discussion on choosing the other parameters follows.

a) Algorithms TY and S1

We consider a procedure for choosing positive parameters
FR(>1), FN(<1) and FB(<1) used in algorithms TY and 31. Suppose initial value
.of USENDX assigned to each do;ument is INIT; in case of algorithm TY, INIT
is the average weight of each document assumed to be constant over all

documents. *

Notation 3.1: Let count 1/m/n of a document for nonnegative integers

l, m and n stand for 1, m and n appearances of the document in classes REL,
NREL and BOT respectively.

Then the final value of USENDX for this document is:

INIT # (FR)* ® (FN)™ # (FB)". (3.1)

Definition 3.1: A count 11/m1/n1 is eguivalent to (less than)
a count 12/m2/n2 of a document if the final value of USENDX obtained by
11/m1/n1 is algebraically equal to (less than) the final value of USENDX

obtaineg by 12/m2/n2 i.e.
(FR)*1 # (F)™1 # (FB)P1 = (<) (FR)L2 # (FM)™2 # (FB)™2.

Lemma 3.1: Suppose that for algorithm TY without DVM and for
algorithm S1 with or without DVM, a appearances of a document in class REL
are offset by » appearances of the same document in class NREL or by ¢

appearances of the same document in class BOT, i.e.:

-
4

¢
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a/b/0 = 0/0/0 = a/0/c, (3.2)

then

AT
ojp

(3.3)

EN = (FR) and FB = (FR)

Moreover, to retire all the documents with counts 1/m/n or less,

the retirement cutoff for USENDX may be taken as

1 m oI l-m+& - no2
CUTOFF = INIT ® (FR)™ % (FN)" #® (FB) = INIT ® (FR)" b ~ ®'c (3.%)
-
Proof: a/b/0 = 0/0/0 => (FR)2 # (FN)® = 1 => FN = (FR) P
-
a/0/c = 0/0/0 => (FR)® & (FB)® = 1 = FB = (FR) °©

Rest of the lemma is obvious.

Note that the above lemma does not obviously apply to algorithm
TY used with DVM since the average weight of a document also gets changed
by DVM process and equation (3.1) may not hold. |

Now the problem of choosing parameters FR, FN, B and CUTOFF boils
down to comparatively easy problem of choosing reasonable values of a, b, ¢

and 1, my, n and any initial values INIT and FR, both >1.

Example:
Leta=1,b =2, ¢c =8, i.e. 1/2/0 = 0/0/0 = 1/0/8. Alsc assume

l1=20,m=3,n=0, i.e. we decide to retire all documents with counts

< 0/3/0.
Choose INIT = 12
FR = 1.56 _a 1 |
Then equation (3.3) -» FN = (FR) : = (1.56) i = 0.8007
| and I'B = (FR) Te. (1.56) = 0.ulb
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a a

INIT * (FR)Y™™'F ~ g
-30%

12 % (1.56) = 6.17

Equation (3.4) => CUTOFF

"

We also note that there seems to be no straightforward way to choose
parameters RELTO?, NONTOP, NONLIM and NUMBOT. However, the experiments done
here tended to support that with NUMBOT = 10, the results were a little better
than with NUMBOT = 0. The following seemingly reasonable values of these

parameters as used by Tai and Yang were mostly used throughout experiments

done here:

RELTOP = 30, NONTOP = 6, NONLIM = 5, NUMBOT = 10.

b) Algorithm S2

Here since USENDX's are changed by additions, so for a document

with count 1/m/n the final USENDX value is
INIT + (1 # FREL + m # FNREL + n * FBOT) (3.5)

where FREL, FNREL and FBOT are paramsters used here corresponding to FR, FN
and FB used in algorithms TY and S1.

With this difference, the ana‘'ysis is similar to that done previously.

Examgle:
Choose as b, ¢ such that 1/5/0 = 0/0/0 = 1/0/20
INIT = 0.0
FREL = 0.5
Then  FNREL = -FREL * 2 = -0.5 # %— = -0.1
FBOT = -FREL # 2 = _0.5 # L_ = _g.025
c 20 *

(g
1S
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To retire documents with count < 0/0/10

CUTOFF = INIT + 10 *® FBOT = 0.0 + 10® -0.025 = - 0.25

¢) Algorithm S3
In this algorithm, documents appearing in BOT set are not considered.

To retire documents with count < 0/10/-, choosing a "reasonable" value of

FNREL = «1/20, use

CUTOFF & 10. % FNREL = - 10.35 = ~ 0.5, -

We further note the following:

1) In addition to retiring documents with counts l/m/n or less, it
is probably desirable to retire documents whose USENDX does not
change at all. Such documents have either count of 0/0/0
meaning that they are either never retrieved or have some count
11/m1/n1 suc.' that
(FR)Y1 % (FN)™1 ® (FB)™. = 1 for TY and S1 algorithms
or (3.7)

11 # FREL + m1 % FNREL + n1 * FBOT =0 for S2 and
83 algorithms.

The latter category of documents may be useful although the i.ems
are still retired; however, the aumber of such documents is
expected to be small. Since there seems to be no particular
reason why this "latter category" of documents should be retired,
we may modify the algorithms to prevent their retirement. There

are two ways:

i) cChoose FR, FN and FB (or FREL, FNREL and FBOT) in such
a way that the probability of (3.7) getting satisfied
for some nontrivial count lllmilnl‘is close to zero.

For example, in (3.6) choose FNREL = - 0.1 + € FBOT =
- 0.025 + €, with FREL = 0.5 for some small values of €,

and 52.

@ ~. o
Q LN
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ii) Depending upon the algorithm being used, choose the parameters
YR >FN>FB > 1, INIT = 1 and CUTOFF > 1 (or FREL > FNRLL >
FBOT > 0, INIT = O and CUTOFF > 0). Since the USENDX of a
document may only increase, (3.7) will never be satisfied for
some nontrivial count 11/m1/n1. This means that the documents
retired based on the criterion of unchanged USENDX can only
have count 0/0/0.% :

In the experiments done here none of the above approaches is
used. Thus, for instance, no particular attention is given
to choosing the parameters in the sense of above approach (a).
However, it is found in the experiments that about 2%
documents are in this "latter category" and their retirement
actually does not degrade the performance significantly.

In practice, probably the second approach should be used
which has another advantage also: FREL, FNREL, FBOT and
CUTOFF may be chosen to be positive integers and since the
USENDX's are reinitialized after processing a group of
queries, the magnitude of a USENDX would fit in a halfword.
Thus the storage required for USENDX's is reduced to half.

2) If it is desired to retire a fixed % of documents say e.g.
to maintain a fixed number of active documents in the store,
then the retirement cutoff may be determined as follows:

*This approach was actually considered at the time the project was originally
conceived. At that time it was felt that it might be desirable. to use all
the past information on the usefulness of a document in making future
retirement decisions. So after making every retirement decision, the
USENDX's of documents should not be reinitialized. 1In the case of the
approach being considered, this means that all the USENDX's would grow
without bound requiring unbounded storage. 7Therefore, this approach was
abandoned and the algorithms were programmed as shown in the text. Presently,
however, it seems that reinitializing of USENDX's after every retirement
decision step may actually help in keeping the document space more up~to-date.
(In practice, the optimum frequencv of reinitialization of USENDX's may have
to be determined experimentally.) "

. L0
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-~

If d deocuments are to be retainea, then from the USENDX's
of n documents determine the d + 1st largest USENDX by the
median algorithm (5] in 0(n) steps. Take this value to be
CUTOFF (note some care may have to be taken to retain d documents
in case dth and d + 1st largest USENDX's are the same).

This procedure takes 0(n) comps/q queries or 0(n/q) comps/query
of 0(c) comps/query for some constant c because we have assumed
q = 0(n). Thus, the asymptotic cost of the algorithm does not
change with this technique.

We also note that for a fixed retirement, algorithms S1 and .
S2 yield the same result; thus it is preferable to use the
cheaper algorithm S2 in this regard.

C) P-R Curves

The Precision-Recall (P-R) curves obtained for the various algorithms
without and with DVM are shown in Figs. 6~-9. BS algorithm's performance
curves are not obtained since this algorithm is quite costly and its results
are not expected to k2 better than those of TY algorithm. For each algorithm
the P-R curves are given for the original document collection and the collection
obtained.after various percentages of retirement of documents by the respective

algorithms. Observations from these curves are briefly summarized below:

i) The performance almost monotonically degrades as the retirement

rate is increased for any of the algorithms, with or without
DVM.

ii) The rate of degradation of performance with the increase in
retirement rate with or without DVM, is the smallest for TY
algorithm upto 0.5 recall while for recall beyond 0.5 all the
algorithms seem to fare equally bad. Typically, for about
18% document retirement without DVM at 0.5 recall level, the
losses in precision for algorithms TY, S1, S2 and S3 are
0.050, 0.055, 0.072 and 0.070 respectively.

e -
e L g
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iii)

iv)

v)
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The only difference in retirement methods with and without

DVM is in that all the P-R curves with DVM are higher than

the corresponding curves without DVM but relative to each
individual group, the performance is similar in both the cases.

For retirement upto 10% or so, the performance is much like
the one with the original collection for TY algorithm. The
same is true for other algorithms upto retirement of about
6%. However, the retirement of 6% or so for algorithms S1,
S2 and S3 is obtained by retiring only the documents whose
USENDX remains stationary after processing 125 queries since
CUTOFT values of 0.000 for S1 algorithm and of -1.000 for S2
and S3 algorithms were so chosen that no USENDX of documents
would be below these values.

This means that for collections like CRN1400 which contains
avound 30% dccuments not relevant to any query, since USENDX
for such dccuments has a high probability of remaining
invariant, such idle documents would be retired by either

of the algorithms S1, S2 or S3 without affecting the retrieval
performance. The same may not hold for TY algorithm.

Only S3 algorithm was tried for document retirement as high as
64% and that too only without DVM (Fig. 9(a)). The performance
gets progressively worse covpared to the perfurmance of the
original collection. It is then expected that same would be
true of other algorithms also even though it is not very clear
as to by how much the TY algorithm will deteriorate at such
high retirement rate.

4. Overall Comparison of Various Algorithms

Figs. 10 and 11 give the overall comparison of various algorithms.

Fig. 10 gives the sample comparison between the various algorithms - at

17-149% retirement without DVM and at 26-28% retirement with DVM.

LIRS - I W)

It is found that
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most of the curves are clustered togethér beyond 0.5 recall whiie some
differences are apparent at low recall especially from the inserted recall-
precision tables. Except for retirement of less than 10% when all the
algorithms give performance close to the original, TY algorithm seems to
give overall better P-R curves. For this reason and because the running
time of TY algorithm is O(mr) operations/query compared to 0(r) operations/
query for algorithms S1, S2 and S3, the latter algorithms are compared with
TY algorithm closely at different retirement rates. |

The results are tabulated in Fig. 11 for with and without DSM cases

separately. The following observations are made:

i) Upto about 7% retirement, algorithm S3, S2 and S1 give results
equivalent to the original document collection and/or better
than TY algorithm,

ii) For 8 - 17% retirement algorithms Si, S2 and S3 give performance

equivalent to or a little worse than TY algorithm.

iii) For 18 ~ 28% retirement, algorithms S1, S2 and S3 give performance

starting from equivalent to worse than TY algorithm.

iv) Algorithm S1 seems to do overall better than S2 and S3 algorithms.

Considering that algorithm: %1, S2 and S3 cost 0(r) operations/query
compared to 0(mr) operations/query for TY algorithm and that the former
algorithms give performance almost equivalent to the latter especially for
high recall, a safe conclusion may be made that cheaper algorithms should

be used for document retirement.
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5. Summary and Conclusions

‘This paper has attempted to study the behavior of various automatic

document retirement algorithms including the previously known ones anu some

new proposed algorithms. The cost of using these algorithms is analyzed and

the effects of these algorithms .n the storage costs and performance of the

retrieval'system are examined. The conclusions are summarized below:

i)

e
e
e’

iii)

iv)

v)

vi)

Without cost consideratic., algorithm TY probably is the best of
the algorithms tried. This algorithm costs O0(mr) operations/query,

.Allocating a computer word or so for USENDX for each document

i.e. at the expense of 0(n) additional space (this is, however,
cheap off device storage), the running cost using algorithm

81 is 0(r) operations/query with performance very much like
algorithm TY especially at high recall. Algorithm S1 is

m (on the average m = 200) times faster than algorithm TY in
running time.

The performance of algorithm S1 is like algorithm TY for upto
about 18% retirement and even then £1 gets worse for low recalls

(< 0.5) mostly.

With algorithms TY and Si1, the performance with upto 13%
retirement is pretty clos= to the performance of the origimal

document collection.

Even with algsritbms S2 and $3 which require ¢(n) addirionai
off-line space ior USENDX's of documents and cost the leust

in time complexity (i.e. “r sanmparisens/query), the performance
with upto 10 - 12% retirement is vecy close to the original
performance.

With algorithms Si, S2 and 33, a retirement of & - 10t that
retires all the documents whose USENDX's do not change after
processing q (“125 or so. queries keeps the system performance
almost exactly equal to the original performance. Note: as
said at the end of Section 2(b), such retirement surely retires
documents which never get retrieved nor end up in BOT set.

t s W
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vii)

viii)

ix)

x)

ix)

The documents which are not relevant to any queries also

have a very good chance of retirement.

Implementation of retiring such documents with TY algorithm

is difficult since initial AVGHT of each document is different
and even if these values are calculated for each document,
they need to be stored and this requires 0(n) space which the
TY algorithm mainly tries to avoid.

In view of the previous point, it is expected that with document

‘collections like CRN1400, which contains almost -30% documents

not relevant to any queries at all, the algorithms Si, S2 and

$3 will retire at least these 30% documents or so, without

any loss in performance. (In practice, the numbe of such

*etired documents would be léss than 30% since some of these
documents will have counts 11/m1/n1 such that Final USENDX # INIT.)
This may not be true of TY algorithm. In such situations,
algorithms S1, S2 and S3 are expected to perform better than

TY algorithm.

Fe» all the algorithms tried, the performance gets almost monon-

tonically worse with the increase in the retirement rate.

The BS algorithm, which is not tried, is expected to perform no
better than TY algorithm while it is the most expensive (in
time complexity) of the algorithms considered.

The rate of degradation of performance with the increase in
retirement rate, with or without DVM, is the smallest for TY
algorithm upto 0.5 recall while for recall bevond 0.5 all

the algorithms seem to fare equally bad.

The only difference in retirement methods w'th and without DSM
is in that all the performance curves with DVM are higher than
the corresponding curves without DVM. However, relative to

each individual group, the performance is similar in poth the

-

cases.
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xii) Overall, the kinds of algorithms to be used against the
possible percentages of retirement may be stated as follows:

Retirement % Algorithm Recommended (in order)

5-10% 83, s2, s1, TY
11-18% 82’ 33 'y Si’ TY
18'26% 81 . 82’ 33, TY

Xili) To summarize in one sentence, the main conclusion of this
work is that various document retirement algorithms obtain
almost equivalent performance, especially at high recall;
so it is preferable to use cheaper algarithms.

6. Suggestions for Further Research
As a result of the present work, the following questions, which
are still unanswered, might be well wopth looking into:

i) It is not quite clear why the tried version of TY algorithm,
which does not retire the documents with unchanged AVGWT
but does make retirement decisions after every batch of
queries, performs better than othep algorithms, especially
its close variant - §1 algorithm, at low recall. The main
suspected reason is that in TY algor .am, the retirement
decisions are made more frequently (the cost obviously
increases with this frequency) which keeps the document space
more up-to-date. This imrlies the need fop determining the
optimum time span between successive retirenent decisions,
with tradeoffs between cost and performance. It seems that
S1 algorithm which mukes retirement decisions after this
optimum time span should give the overall best performance.

What should be optimum frequency of reinitialization of USENDX's
of documents? How does it affect the cost and performance of
the system? This may have to be determined experimentally

f ol
o)
e

in the practical environment being considered.
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iii) How will random retirement of documents behave compared
to other algorithms?

iv) How will the relative results of different algorithms vary
- with the use of different collections? In addition, it would
be nice to see some research done to resolve the following

+ questions.

v) How can the ideas of obsolescence of literature based on
statistical analysis of the collections, as used by Brookes
[6], etc. be combined with the document retirement based on
relevancy decisions? We feel that the analysis of this question
would require the use of collections larger than the ones
presently available for the SMART system.

vi) How will the retirement and/or the promotion of documents
between different levels of storage.affect the cost of
transportation of documents, cost of modifying the clusters
and/or the centroids, optimum reorganization points for the
data base, cost of modifying the thesaurus, stability of the
document space, etc.? How will the retrieval pgpfopmance
which also considers the system efficiency~factor (not
considered in this report) i.e. the time required to search
through the hierarchical data base to find the desired
information, behave as a result of these?

vii) How much of the work done and ideas used in paging algorithms
of operating systems may be useful in the area of document

retirement?

viii) Lastly, it might be nice to see all the ideas of document
retirement put tcgether into making a viable model and theory

of document retirement.

[N 3
®
{
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